Tikrit Journal of Pure Science 16 (4) 2011

ISSN: 1813 - 1662

A Modified for Largest Processing Time Scheduling Algorithm in

Multiprocessor

Isra Natheer Alkallak
Dep. Basic sciences , College of Nursing , University of Mosul , Mosul , Iraq
(Received: 26 /12 /2010 ---- Accepted: 28 /6 /2011)

Abstract

The research reviewed new priority allocated to the independent tasks in the graph in the modified algorithm for
largest processing time scheduling algorithm in multiprocessor. Schedule length was taken criterion in
determining the efficiency of the algorithm. The priority was calculated from the proportion of task's execution
time to the total execution time for all tasks in the graph and then arranged in descending order. Practical side
was simulated by computer program in Visual Basic 6 language. A modified algorithm is more efficient than
shortest processing time scheduling algorithm. In practical side confirmed efficiency of modified algorithm by
selecting free of first task from set of tasks in graph through scheduling.
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1. Introduction

Scheduling is a key concept in computer
multitasking. Scheduling as set of independent tasks
for parallel execution on a set of processors is an
important problem. Parallel program can be
decomposed into a set of small tasks that generally
have dependencies. The goal of task scheduling is to
assign tasks to available processors such that
precedence requirements between tasks are satisfied
and overall time required to execute all tasks, the
makespan, is minimized [1,2]. Note that in the
defined multiprocessor task scheduling problem, a
schedule is feasible if each task T can be exactly
processed by j processors simultaneously, and the
performance of a feasible schedule is measured by its
schedule length such that a feasible schedule is called
an optimal schedule if it is of minimum schedule
length [3].

The aims of this paper to proposed algorithm for
independent tasks scheduling with non-preemptive in
multiprocessor to minimize the schedule length
through modified algorithm for largest processing
time scheduling algorithm. The paper is organized as
follows. In section 1 present introduction and related
work. The considered task scheduling problem, list
scheduling algorithm, the largest processing time
scheduling algorithm and structure of graph discussed
in detail section 2. Section 3 presents proposed
algorithm, results and discussion. Conclusions are
offered in section 4.

1-1 Related Work

Several algorithms are proposed in literature to solve
task scheduling problem.  Various studies have
proven that finding an optimal schedule is an NP-
complete problem. Lin and Chen (1994) consider the
problem of scheduling non-preemptive multiprocessor
tasks in a homogeneous system processors. Alkallak
(2003) comparison study of list scheduling algorithm.
Alkallak and Sha'ban (2008) proposed a genetic
algorithm for independent tasks scheduling. Lee and
Kim (2009) proposed an intelligent priority to
minimize the number of control steps of overall
operation when scheduling is performed with fuzzy
logic. Selvan and Venkatesh (2009) studied parallel
implementation of task scheduling using ant colony
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optimization. Kaur and Singh (2010) modified
genetic algorithm for task scheduling in homogeneous
parallel system using heuristics. Vijayalakshmi and
Padmavathi (2010) proposed comparison study of
genetic algorithm and list scheduling algorithm.

2. Task Scheduling Problem

The tasks should be non-preemptive i.e., task
execution must be completely done before another
task takes control of the processor and the processor
environment is homogeneous. Homogeneous of
processor means that the processors have same
speeds or processing capabilities [1]. In the task
scheduling problem, tasks require simultaneously
arbitrary processors when they start to be processed.
Tasks considered are assumed to be independent. The
precedence relation does not exist among them. A
schedule is feasible if each task T can be exactly
processed by j processors simultaneously, and the
performance of a feasible schedule is measured by its
schedule length such that a feasible schedule is called
an optimal schedule if it is of minimum schedule
length [3].

2-1 List Scheduling Algorithm

List scheduling techniques assign a priority to each
task to be scheduled then sort the list of tasks in
decreasing priority. As processors become available,
the highest priority task in the task list is assigned to
be processed and removed from the list. If more than
one task has the same priority, selection from among
the candidate tasks is typically random [2,4]. Through
multiprocessor tasks considered are assumed to be
independent, i.e., the precedence relation does not
exist among them, such a problem of scheduling non-
preemptive multiprocessor task is NP-complete.

2-2 The Largest Processing Time Scheduling
Algorithm

The largest processing time scheduling rule (LPT)
was first proposed by Graham, R.L 1969. The
algorithm was a well known rule for the conventional
scheduling of independent tasks non-preemptive on
identical processors. In the other word, the LPT is a
rule for scheduling those independent non-preemptive
tasks T* in a homogeneous system of processors. The
principle of LPT is that whenever a processor becomes
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free, select a task whose computation time is the
largest of those not yet assigned tasks to assign to it
[3], while the principle of SPT is that whenever a
processor becomes free, select a task whose
computation time is the smallest of those not yet
assigned tasks to assign to it.

2-3 Structure of Graph

A task is typically a program or program-like set of
instructions that is executed by a processor. These

tasks can be characterized by a node [e].

Independent tasks are set of tasks (nodes) without
precedence relation. All of tasks have the same level.
Each of task had computation time [6,7,8]. Each node
generally has the form shown in Figure (1), for
example the number 1 means first node (number of
node) and the number 6 means execution time of task.
The Gantt chart gives the schedule shows the start
and finish times for all tasks. When one or more
processors remained idle period that means no task
allocated to them, which the processors had a symbol
¢ in Gantt chart [9]. The arbitrary selection task does
not affect the progress of implementation of tasks
unless the restrictions are controlled by an algorithm

[6].

Figure (1) Task graph

3. Proposed Algorithm
The steps in modified algorithm for largest
processing time scheduling algorithm with non-
preemptive in Multiprocessor as follows :
Step 1 Input tasks set {initialize the number of tasks
= n}
Step 2 Schedule length = 0 ; total time = 0 ; time ratio
=0
Step 3 assigned time for each task in graph as time [i]
{arbitrary}
Step4 Fori=1ton
total time = total time + time [i]
End
Step5 Fori=1ton
time ratio[i] = time [i] / total time
End

Step 6 Decreasing sort of time ratio
Step 7 Initially assign any task from tasks set to free
processor {arbitrary}
Step 8 Schedule length = Schedule length + time [i]
Step 9 Remove this task from tasks set
Step 10 While (there tasks unassigned ) do
Begin

IF there a free processor Then {processor not idle}

Begin
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Assign task whose the time ratio is the largest
among those
tasks to processor
Schedule length = Schedule length + time [i]
Remove this task from tasks set
End IF
End while
Stepl1 Print Schedule length
3-1 Results of Implementing for
Algorithm and Discusion
Below Table (1) an input was illustrated each task in
graph and execution time for each task to implement
the proposed algorithm. Schedule were implemented
in Visual Basic 6 language. The Table (2) show time
ratio and descending order for tasks.

Table (1) Tasks and time

Proposed

no. of task | execution time
1 4
2 1
3 2
4 3
5 4
6 5
Table (2) Descending order for tasks
no. of | Execution | time ratio | descending order
task time for tasks
1 4 4/19=10.21 6
2 1 1/19 = 0.05 1
3 2 2/19=0.10 5
4 3 3/19 =0.15 4
5 4 4/19=10.21 3
6 5 5/19 = 0.26 2
total = 19

To show the performance of proposed algorithm, a
number of arbitrary generated test cases were used for
simulation. Experimental results showed proposed
algorithm to suit (correspond) traditional scheduling
method as longest processing time algorithm (LPT).
Schedule length in proposed algorithm is shorter than
schedule length in algorithm as shortest processing
time algorithm (SPT). Accordingly the proposed
algorithm suited with longest processing time
algorithm and therefore proposed algorithm is more
efficient than shortest processing time algorithm
(SPT). The Figure (2) an output was illustrated a
schedule displayed as Gantt charts for two processors.
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Schedule length is 10

When initially from task 3
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When initially from task 4
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When initially from task 5
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Schedule length is 10
Figure (2) Gantt charts for proposed algorithm

While to show implementation for LPT algorithm and
SPT algorithm for example in Table (1) were

illustrated in Figure (3) and Figure (4).
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Figure (3) Gantt chart for LPT algorithm
Schedule length is 10
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Figure (4) Gantt chart for SPT algorithm
Schedule length is 11

The efficiency of the proposed algorithm through
notic in this algorithm it is possible to start from any
task in graph and gives the same solution (equal
schedule length) in all cases, while in the case of the
LPT algorithm which restrict the implemention time
is the largest processing time of task assigned to
processor. This supports the efficiency of the
proposed algorithm. Alkallak (2003) tackled studied
on the optimal scheduling for multiprocessors and
concluded that the scheduling of independent tasks
that the schedule length in the algorithm LPT is less
than the schedule length in the algorithm SPT.
Genetic algorithm developed by Alkallak and
Sha'ban (2008) that suggested research addressed a
heuristic genetic algorithm for independent task
scheduling, and concluded the schedule length of the
proposed genetic algorithm in their search
corresponds to the length of the scheduling algorithm
in the LPT, and in the case of genetic algorithm
mentioned therein restrict genetic algorithm.

4. Conclusions

In this paper, a non-preemptive scheduling algorithm
was presented that uses priority to schedule graph on
multiprocessor with the objective of minimizing the
schedule length. Experiment results of proposed
algorithm is the best solution. Priority list is decided
by a priority function, which affects the result of
scheduling. Therefore, the choice of proper priority
function is important for the performance of
scheduling.

The proposed algorithm is more efficient than LPT
algorithm. Also this algorithm is more efficient than
SPT algorithm by noting in the proposed algorithm it
is possible to start from any task and gives the same
solution of schedule length in all cases. Proposed
algorithm could be used in list scheduling applications
with non-preemptive in multiprocessor.
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