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Abstract –The Example Based Machine Translation (EBMT) system retrieves 
similar examples (pairs of source phrases, sentences, or texts and their translations) from 
a database of examples, adapting the examples to translate new input. The Example Base 
(EB) is an important component in an EBMT system. It handles the storage to support the 
translation process. Thus, an efficient EB must be capable of handling a massive volume 
of examples at an adequately high speed.  

 
In this research, a new approach to reduce the redundancy problem that some EBMT 

systems suffer from is suggested by designing EB using B+ tree. The EB is used to store 
the examples of a particular field in a manner that reduces the redundancy of these 
examples (or even sub examples) in order to provide efficient memory usage and to 
minimize the search time. The lexicon of the proposed method is represented by using 
two databases. One database is used for storing the English words and another database is 
used for storing the English transfer grammars. 
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1.Introduction 
Stepping into Information Age, language 

as the information carrier has become the 
most significant means for human to 
communicate. But it has been considered as 
the barrier of communications between 
people from different countries. The 
problem of converting a language into 
another quickly and efficiently has become a 
problem of common concern for humanity 
[1]. 

 
Machine Translation (MT) is an 

automatic translation of one language into 
one or more languages by means of a 
computer or another machine that 
contains a dictionary along with the 
programs needed to make logical choices 
from synonyms, supply missing words, 
and rearrange word order as required for 
the new language [2].  

 
In this research C B+ tree method will 

be used to store the examples in the 
Example Base (EB) part of the (EBMT) 
system to reduce the redundancy of these 
examples and to provide efficient memory 
usage. 
 
2.Approaches to MT 

A machine translation system first 
analyses the source language input and 
creates an internal representation. This 
representation is manipulated and 
transferred to a form suitable for the 
target language. Then at last output is 
generated in target language. Based on the 
degree of dependence of internal 
representation on the source and target 
languages, MT can be classified into 
several approaches [3]: 
2.1 Direct Machine Translation 

Direct MT systems provide direct 
translation. No intermediate representation 

or complex architecture will be involved. 
It carries out word by word translation 
with the help of a bilingual dictionary 
usually followed by some syntactic 
rearrangement. Due to this direct 
mapping, such systems are highly 
dependent on both the source and target 
languages [4].  

 

2.2 Rule-Based Machine Translation 
Rule-Based Machine Translation 

(RBMT) system consists of a collection 
of rules called grammar rules, a bilingual 
or multilingual lexicon, and software 
programs to process the rules. The rules 
play a major role in various stages of 
translation such as syntactic processing, 
semantic interpretation, and contextual 
processing of language [5]. 

 
In RBMT, the core process (transfer) is 

mediated by bilingual dictionaries and 
rules for transforming SL structures into 
TL structures and/or by dictionaries and 
rules for deriving (intermediary 
representations) from which output can be 
produced. The preceding stage of analysis 
interprets input SL strings into suitable 
translation unit. The succeeding stage of 
synthesis (generation) derives TL output text 
from the TL structures or representations 
generated by the transfer process [2]. 
 

RBMT systems parse the source text and 
produce an intermediate representation. 
Based on the intermediate representation 
used this approach is further classified into 
the following approaches [3]: 

2.2.1 Transfer Based Machine 
Translation 

Transfer based system can be broken 
down into three different stages: analysis, 
transfer and generation. In the first stage, 
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the source language parser is used to 
produce the syntactic representation of the 
source language sentence (Internal 
representation). In the next stage, the 
result of the first stage is converted into 
equivalent target language representation 
(another internal representation). Finally, 
a target language morphological analyser 
is used to generate the target language 
text [5]. 

2.2.2 Inter-lingua Machine Translation 
In this approach, the source language is 

analyzed and then converted into a single 
internal representation that is independent 
of both the source and the target 
languagescalled “Interlingua” from which 
translations can be generated to different 
target languages. In short, the translation 
in this approach is a two-stage process, 
i.e. analysis and synthesis [1]. 

2.3 Corpus-Based Machine Translation 
This approach uses a large amount of 

raw data in the form of parallel corpora. 
This raw data contains texts, dictionaries, 
grammars, etc. and their translations. 
These corpora are used for acquiring 
translation knowledge [3]. In recent years 
there is an increased interest in corpus 
based MT systems, because it needs less 
effort from the language/linguistic experts 
and less human effort is required. Corpus 
based approach is further classified into 
the following types [4]: 
2.3.1 Statistical Machine Translation 

SMT is a method for translating text 
from one natural language to another 
based on the knowledge and statistical 
models extracted from bilingual corpora. 
A supervised or unsupervised statistical 
machine learning algorithm is used to 
build statistical tables from the corpora. 
This process is called the learning or 
training. The statistical tables consist of 
statistical information such as the 

characteristics of well-formed sentences 
and the correlation between the languages. 
During translation, the collected statistical 
information is used to find the best 
translation for the input sentences. This 
translation step is called the decoding 
process [5].  

 
In SMT, the core process (transfer) 

includes a translation model which takes 
as input SL words or word sequences 
(phrases) and produces TL words or word 
sequences as an output. The following 
stage includes a language model which 
synthesizes the sets of TL words in 
meaningful strings which are meant to be 
equivalent to the input sentences. The 
preceding (analysis) phase is represented 
by the conventional process of matching 
individual words or word sequences of 
input SL text against entries in the 
translation model [1]. 

2.3.2 Example-Based Machine 
Translation (EBMT) 

EBMT is a translation method that 
retrieves similar examples (pairs of source 
phrases, sentences, or texts and their 
translations) from a database of examples 
adapting the examples to translate new 
input [2]. EBMT is the main subject of 
this research and it will be explained in 
details in the next section. 
 
3.Example-Based Machine Translation 

EBMT system rests on the idea that 
similar sentences will have similar 
translations. It uses past translation 
examples to generate a translation for a 
given SL text. The system maintains an 
example-base (EB) consisting of translation 
examples. When a SL sentence is given to 
the system, the system retrieves a similar 
SL sentence from the EB with its 
translation. Then it adapts the example to 
generate the TL sentence for the input 
sentence. 
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The system has two main modules 1) 
retrieval and 2) adaption [4]. 
 
There are three tasks in EBMT:  
 Matching fragments against existing 

examples. 
 Transferring (Identifying the 

corresponding translation fragments). 
 Recombining the fragments to give the 

target text [2]. 
 

3.1 Stages of EBMT 
In general, there are four stages of work 

in EBMT. There are example acquisition, 
example base management, example 
application, and target sentence synthesis. 
Example acquisition is about how to 
obtain examples from parallel bilingual 
corpus. The example base management is 
about how examples are stored and 
maintained.  

 
 

The example application stage is about 
how examples are used to facilitate 
translation, which involves the 
decomposition of an input sentence into 
examples and the transformation of 
source texts into target texts in terms of 
existing translation. The sentence synthesis 
is to generate a target sentence by putting 
the converted examples into a smoothly 
readable order, aiming at improving the 
readability of the target sentence after 
conversion [2]. 

 
3.2 Advantages of EBMT 

There are several main advantages from 
using EBMT: 

 
 Improvement 

EBMT has no rules, thus improvement 
is effected simply by adding appropriate 
examples to the database. In other words, 
EBMT is easily upgraded.  

 
 

Figure 1 EBMT Working Strategy 
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 Translation speed 
EBMT directly returns a translation by 

adapting the examples without reasoning 
through a long chain of rules. In EBMT, 
deep semantic analysis is avoided because 
it is assumed that translations that are 
appropriate for a given domain can be 
obtained using domain-specific examples. 
 
 Translation Accuracy 

In EBMT, a reliability factor is assigned 
to the translation result according to the 
distance between the input and the similar 
examples found. In other words, EBMT 
can tell when its translation is inappropriate 
[6]. 

 
3.2 Drawbacks of EBMT 

Although the quality of translation 
improved as more examples were added 
to the database, but there is a limit after 
which further examples do not improve 
the quality. There may be cases where 
performance starts to decrease and retrieval 
from the example database will be slow. 
The reason is because of storing and 
accessing of a large corpus of examples, 
and of matching an input phrase or 
sentence against this corpus [7]. 
 

Thus in the proposed method, C B+ tree 
will be used in order to avoid this 
problem and to design a special dictionary 
for the source language sentences that 
works on: 
 
 Provide efficient time for getting the 

translation of the source language 
sentence. 

 Provide efficient memory usage in 
storing the source language sentences. 
 

 
4. B+ Tree 

B+ tree is a data structure consists of 
nodes that linked by pointers (internal 
nodes), a special node called the root, and 

leaves.  It has a unique path to each leaf, 
and all paths are equal in length. Each 
node of the tree contains an ordered list of 
reference values and pointers to lower 
level nodes in the tree. These pointers can 
be thought of as being between each of 
the references values. It stores keys only 
at leaves, and stores reference values in 
other internal nodes. The key search is 
guided via the reference values, from the 
root to the leaves. 

To search for or insert an element into 
the tree, the root of the B+ Tree should be 
the starting point because it represents the 
whole range of values in the tree, where 
every internal node is a subinterval. We 
are looking for a value k in the B+ Tree. 
Starting from the root, the leaf which may 
contain the value k is looked for. At each 
node, the adjacent reference values are 
fouind that the searched-for value is 
between and follows the corresponding 
pointer to the next node in the tree. An 
internal B+ Tree node has children where 
every one of them represents a different 
sub-interval. Recursion eventually leads 
to the desired value or the conclusion that 
the value is not present.  

B+ tree is often used in the 
implementation of database indexes, such 
that each record will be stored in the 
database. The reference number and the 
key of that record will be stored in the B+ 
tree. To reach a certain record, we need to 
know its key to get its reference number 
from the B+ tree. When we get the 
reference number of that record we can 
retrieve the required record directly and 
efficiently.  

 
B+ tree is an arranged and balanced tree, 
see Figure 2. This is why it is so fast in 
retrieving the required data [8].  
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4.1 Insertion and deletion in B+ Tree 
To insert a value in B+ Tree, the following 
steps should be taken: 
 Find the leaf in B+ Tree to insert the 

value into. 
 If the leaf is full, the node should be 

split and the index should be adjusted 
accordingly. 

 

To delete a value from B+ Tree, the 
following steps should be taken: 

 Find the leaf in B+ Tree to delete the 
value from. 

 Delete the specified value. 
 If the number of the remaining values in 

the node is less than half-full, the index 
should be adjusted accordingly [9].  

Figure (3-A) An example of insertion in B+ Tree 
 

Figure 2 An example of B+ Tree 
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Figure (3-B) An example of insertion in B+ Tree 

Figure (3-C) An example of deletion in B+ Tree 
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Figure (3-d ) An example of deletion in B+ Tree 
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5. Description of the proposed method 
In this research, a new approach is suggested 
for designing EBMT system by using B+ tree. 
The proposed system depends mainly on the 
examples stored in the Example Base (EB) to 
get the translation of the input sentence. It 
will search for the input sentence in the (EB). 
If the input sentence is found in the (EB), then 
the system will retrieve its corresponding 
translation. If the input sentence is not found 
among the examples in the (EB), it will be 
partitioned into sub-sentences and compared 
against the examples in the (EB).If these 
sub-sentences are found in the (EB), the 
system will retrieve its corresponding 
translations. If these sub-sentences are not 
found in the (EB), the EBMT system will 
depends on word by word analysis of the 
input sentence to get the translation. 

 
 
 

Figure (4) shows the architecture of the 
proposed method. 

The user interface is responsible on 
interaction between the proposed system and 
the user in ease form (since a visual 
programming language is used). The user 
can update the contents of the lexicon 
through user interface by removing or 
adding a new English word with its 
information (like: type, specific type, 
number, sex, suffix, prefix,..., etc.). Also the 
user can update the contents of the EB 
through user interface by removing, 
updating, or adding a new English example 
with its Arabic translation. 

 
The input to the proposed system will 

be an English text consists of sentences (a 
sentence is considered to be a set of words 
separated by a stop mark ".", "?", or "!"). 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 The architecture of the proposed method 
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The sentence cutter is responsible on 
producing these sentences. Tokenization 
part of the proposed system is used for 
converting the sentence to a list of words. 
The other parts of the proposed system 
will be discussed with more details in the 
following sections. 

 
5.1Lexicon 

Lexicon is an important part in any 
linguistic system. It is responsible on 
providing the system with its required 
information. The lexicon of the proposed 
method is represented by using two 
databases (with their index trees). One 
database (DB1)is used for storing the 
English words with its information such 
that the key for BT1 that is the English 
stem. The other database (DB2) is used 
for storing the English transfer grammars 
such that the key forBT2 that consists of 
three parts, the first and third parts are 
digits that correspond to the types of 
words or sub-sentences while the middle 
part is string. 
 
5.2Example Base (EB) 

The EB is an important component in 

an EBMT system. It handles the storage to 
support the translation process (fully 
automatic or human-aided). Thus, an 
efficient EB must be capable of handling a 
massive volume of examples at an 
adequately high speed. EB is used for 
storing the English examples with their 
Arabic translations for a particular domain 
(in our work we choose the computer 
science field). EB is represented by using 
one database (DB3) such that the first 
keyword of the input example will be the 
key in its index tree (BT3). 

The Examples are stored in the EB in a 
manner that prevent redundancy to 
provide efficient memory usage and to 
minimize search time. In general, if one 
example consists of [word1, word2, word3] 
with its translation T1 and another example 
consists of [word1, word2] with its 
translation T2, then there is no need to 
restore the second example. Only T2 need 
to be added to the DB3, see Figure 5-a.If 
another example consists of [word1, 
word2, word4, word5] with its translation 
T3 then only word4 and word5 will be 
added to the DB3 with T3, see Figure 5-b. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 Preventing redundancy in the EB of the proposed method 
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The Examples are stored in the EB in a 
manner that prevent redundancy to 
provide efficient memory usage and to 
minimize search time. In general, if one 
example consists of [word1, word2, word3] 
with its translation T1 and another example 
consists of [word1, word2] with its 
translation T2, then there is no need to 
restore the second example. Only T2 need 
to be added to the DB3, see Figure 5-a.If 
another example consists of [word1, 
word2, word4, word5] with its translation 
T3 then only word4 and word5 will be 
added to the DB3 with T3, see Figure 5-b. 
of corresponding word or sub sentence, 
and K is the keyword of the input 
sentence. Let’s take a simple example: 
"Ahmed went to the school". The key will 
be "1 went to 2" such that 1 means single 
male proper noun, and (went to) is the 
keyword of the input sentence, and 
2refers to single determiner noun. This 
key will correspond to the transfer 
grammar 
 
5.3Morphology 

English morphology is responsible on 
extract the stem for English word by 
removing its suffix or prefix and removing 
the changes that occur during adding these 
affixes according to the spelling rules of 
English language. Arabic morphology is 
used to generate Arabic words according to 
the analyzing of English morphology. 

 
5.4Translate Engine 

Translate engine is responsible on 
converting the source English sentence 
into the target Arabic sentence by using 
the information supported by the lexicon 
and examples supported by EB. The 
translate engine search on the EB. If the 
input sentence is not found among the 
examples of the EB, then it extracts a key 
from the input sentence. The key is 
composed of the form XKY. Where X 
and Y may be digits that refer to the type  

6. Algorithms of the proposed method 
In this section a focus is only on the 

algorithms of the Example Base (EB) 
component of the proposed system, which 
describe how B+ tree method will be used 
to store the examples in the EB and prevent 
redundancy, see algorithm 1. 

 
Algorithm1: "store_english_sen" 
Input:    S: English sentence. 
Process: 
Begin 
1. If the file “DB” exist then open DB and 

its BT otherwise create them. 
2. Convert S to a list of words (List1). 
3. Get the first keyword found in List1 to 

be the Key. 
4. Search in (BT) for the Key. 
5. If (not found) then 
5.1. Call "add_new_sentence" function to 

get Ref. /*see algorithm 2*/ 
5.2. Insert the Key in (BT) with the 

reference (Ref). 
Else 
5.3. Call "check_found_sentence" function. 

/*see algorithm 3*/ 
End. 
 
Algorithm2: "add_new_sentence" 
Input: list of words (List1), Arabic translation 
(T1). 
Output: database reference number (Ref). 
Process: 
Begin 
1. Compute the length of List1 to be N.  
2. Remove the first word (W) from List1. 
3. If (List1==[]) then 
3.1. Insert the term:  word ([p (W, null, N, 
T1)]) to DB at Ref. 
3.2. Return (Ref). 
Else 
3.3. Insert the term word ([p1 (W, NRef)]) 
to DB at Ref. /* NRef is the reference of 
next word */  
3.4. Goto 2. 
End. 
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Algorithm3: "check_found_sentence" 
Input: list of English words (List1), Arabic 
translation (T1). 
Process: 
Begin 
1. If all the words of List1 are found in 

DB and the sentence has a translation 
then 

1.1. Ask the user if he want to replace it. 
1.2. If answer=yes then replace the term 

of the last word of List1 with the new 
translation T1. 

2. If all the words of List1 are found in 
DB but with no translation then 

2.1. Store the translation T1 with the last 
word of List1 found in DB. 

3. If all the words of List1 are found in 
DB except the last word then 

3.1. Store the last word in DB with the 
translation T1. 

4. If some beginning words of List1 are 
found in DB then 

4.1. Store the remaining words of List1 in 
DB (except the last word) with the 
reference of their next word. 

4.2. Store the last word of List1 in DB 
with the translation T1. 

End. 
 
7. System Implementation, Test and 

Results 
In this section, some examples that 

describe only the Example Base (EB) part of 
the proposed system are taken. Then the 
results of an experiment that test the 
accuracy of the proposed system will be 
shown. 

 
Example1: 

If we want to get the translation for the 
source language sentence from the (DB), 
and suppose it is a new sentence such as: 
“He will be able to play soccer”, then 
we put the first Keyword of the sentence 
(able) as a key in B+ tree (BT). We 
compute the length (7) of the sentence and 
give it a new translation. The sentence will 
be stored with its translation in DB, as 
shown in Figure 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Example2: 
If we want to get the translation for a 

sentence such that all its words are already 
found in (DB) but with no translation, such 
as:“He will be able to play”. We give it a 

new translation and store it in (DB). It 
will be as shown in Figure 7. 

 
 
 
 

Figure 6 Representation of the sentence “He will be able to play soccer" 
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Example3: 
If we want to get the translation for a 

sentence such that all its words are 
already found in (DB) except the last 
word, such as: “He will be able to play 

tennis”. We will store the last word and 
the new translation in (DB), and store at 
the previous word the new reference. It 
will be as shown in Figure 8. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7Representation of the sentence “He will be able to play” 

Figure 8 Representation of the sentence “He will be able to play tennis” 
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Example 4: 
If we want to get the translation for a 

sentence such that some of its words are 
already found in (DB), such as: “He will 
be able to play soccer tomorrow 
morning”. We will store the remaining 
words and the new translation in (DB), 
and store the references of the next words. 
It will be as shown in Figure 9. 
 
 

 
Example5: 

If we want to get the translation for a 
sentence such that some of its middle 
words are found in (DB), such as: 
“Definitely he will be able to play”. 
Only the not found words will be stored 
in (DB) and give the sentence a new 
translation. It will be as shown in Figure 
10. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 9 Representation of the sentence “He will be able to playsoccer tomorrow morning” 
 

Figure 10 Representation of the sentence “Definitely he will be able to 
play”“tennis”
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 An experiment is made to test the 
accuracy of the proposed system by 
comparing the translations of 30 
English sentences translated by using 
the proposed system against the 
translations of the same 30 sentences 
translated by an Instructor as in [10]. 

The result of the comparison is 
shown in Table 1. In this table, it is 
clear that out of 30 submitted English 
sentences, there are 24 sentences 
whose translation by using the 
proposed system is identical to the 
Instructor’s translations.   
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Table 2 shows the precision of the 
proposed method that resulted from the 
experiment: 

࢔࢕࢏࢙࢏ࢉࢋ࢘ࡼ = 
.ܗܖ ܂ۻ۳۰	ܡ܊	܌܍ܜ܉ܔܛܖ܉ܚܜ	ܡܔܜ܋܍ܚܚܗ܋	ܛ܍܋ܖ܍ܜܖ܍ܛ	܎ܗ
.ܗܖ	ܔ܉ܜܗܜ	܍ܐܜ ܂ۻ۳۰	ܡ܊	܌܍ܜ܉ܔܛܖ܉ܚܜ	ܛ܍܋ܖ܍ܜܖ܍ܛ	܎ܗ  

 

࢔࢕࢏࢙࢏ࢉࢋ࢘ࡼ =
૛૝
૜૙ = ૙. ૡ	࢘࢕	ૡ૙% 

 
 Table 2 shows that the precision 

scored by the proposed system is about 
80%. There were few sentences that had 
different translations from the Instructor’s 
translations. The experiment shows a great 
convergence between Instructor’s result 
and EBMT result. 

 
 
 
 
 
 

8. Discussion 
In this section, comparison between the 

proposed EBMT system and the traditional 
EBMT is made: 

 
8.1 Translation speed 
 The proposed EBMT system is faster 
than the traditional EBMT. The reason is 
because the examples are stored in the EB 
in a way that reduces its redundancy to 
provide efficient memory usage and to 
speed up the search by using B+ Tree. 
 
8.2 Translation accuracy 

The proposed EBMT has more accuracy 
than the traditional EBMT. The reason is 
because in the proposed method, the 
translation of each sentence is always 
stored with the last word of each one in 
DB. In traditional EBMT, the sub-
sentences are stored with its translations in 
DB such that the translation of a sentence 
is generated by combining the translations 
of its composing sub-sentences, so the 
translation resulted could be weak and of 
low quality. 

Precision is the number of sentences 
accurately translated by EBMT divided 

by the aggregate number of sentences 
translated by EBMT.  
 
9. Conclusions 
In this paper the following points can be 
concluded: 
 Using the Example Base (EB) and the 

examples stored in it will increase the 
translation speed and accuracy. 

 Prevent the redundancy of the examples 
in the EB or even the sub examples will 
provide efficient memory usage. 

 Using B+ tree for representing the EB 
for examples that may found in a 
particular field will provide an efficient 
search time. 

 Using a lexicon that based on stems of 
English words and depends on 
morphology will provide efficient 
memory usage. 

 Using a lexicon for English words and 
an English transfer grammar will reduce 
the number of examples that need to be 
stored in EB and make the system more 
flexible. 
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