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 In the past few years, physical therapy plays a crucial role during 
rehabilitation. Numerous efforts are made to demonstrate the effectiveness 
of medical/ clinical and human-machine interface (HMI) applications. One 
of the most common control methods is using electromyography (EMG) 
signals generated by muscle contractions to implement the prosthetic 
human body parts. This paper presents an EMG signal classification system 
based on the EMG signal. The data is collected from biceps and triceps 
muscles for six different motions, i.e., bowing, clapping, handshaking, 
hugging, jumping, and running using a Myo armband with eight 
electromyography sensors. The Root Mean Square, Difference Absolute 
Standard Deviation Value, and Principle Component Analysis are used to 
extract the raw signal data and enhance classification accuracy. The 
machine learning method is applied, i.e., Support Vector Machine and K-
Nearest Neighbors are used for classification; the results show that the K-
Nearest Neighbors method achieves a higher accuracy percentage than the 
SVM. Making high training accuracy for different physical actions helps 
implement human prosthetic parts to help the people who suffer from an 
amputee. 
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1. INTRODUCTION 
Physical therapy plays a significant role in the rehabilitation stage. So, many efforts are made to 

elucidate the leverage of medical/ clinical and human-machine interface (HMI) applications [1]. The 
dominant control methods are using electromyography (EMG) signals generated by muscle 
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constriction to implement the prosthetic human body parts [2]. Therefore, robotic has the effectiveness 
to increase the independence of the individuals living lifestyle with their disabilities. The objective is 
to improve the life quality that happens by empowering people to achieve a wide range of daily 
responsibilities within a few times. Humanoid robots can be prepared robotic limbs to make the 
physical actions of individuals and the intelligent robotics industry. Nowadays, the most widely used 
are robotic hands and arms. The robotic hands would have the ability to achieve the primary skills like 
the transfer from one place to another and grasp of objects in the same nonamputees individuals do. 
Therefore, depending on the object shapes, the human hand actions must be trained and applied to the 
designed robotics hand. The intuitive approach creates an interface that brings the activity of the muscle 
and records it using EMG sensors [3].  

EMG signals are a way for estimating the electrical signal that relatives to skeletal muscle; the 
electrical signal consists of some motor unit action potentials (MUAPs) [4]. The combination of muscle 
fiber action potentials from all the muscle fibers of a single motor unit is called the MUAP [5].  

The pattern recognition (PR) system based on electromyography signals is divided into three main 
parts: data collection, feature extraction, and classification of the input data. There are many methods 
to collect the electromyography signals from the muscles; the first method by collecting data from the 
skin surface using different sensors such as the Myo armband, which is considered a commercial way. 
The second method is collecting the data using a needle that is regarded as a medical method and rarely 
used in research [6,7].   

The second stage is extracting the features. Several techniques are applied in frequency domain 
analysis, time-domain analysis, and time-frequency domain analysis to acquire significant information 
from EMG signals. The most common domain used in EMG signals is the time domain, which is 
represented by mean absolute value (MAV), zero crossings (ZC), nth-order autoregressive (AR), mean, 
log detector, variance (VAR), wavelength (WL), root-mean-square value (RMS), simple square 
integral (SSI), the sign of slope changes (SS), modified mean absolute value (MMAV), EMG integral 
(IEMG), average amplitude change (AAC), histogram, Willison amplitude and sample entropy [8]. 

The final stage in PR is the classification to specify to which class the extracted features fit. The 
most common machine learning classifiers are Support Vector Machine (SVM), decision tree, K- 
Nearest Neighbor, Hidden Markov (HM), and Linear discriminant analysis (LDA) [9]. Currently, the 
prosthetic technique is an artificial part of resolving the problem of amputees' parts. The appearance 
of the consumer-level 3D printers supports the prosthetics implementation. Thus, the developed 
prosthetics have gained popularity over traditional prosthetics, which are expensive and unaffordable 
to many users [10]. The main challenge from the mechanical standpoint is how to mix many degrees 
of freedom (DOF). As a result, the DOF increase is caused by decreasing in the gripping force, which 
leads to an unstable system. Also, increasing DOFs will lead to a rise in actuators number and high 
failure probability so that the prosthetic hand will need high maintenance and difficult manufacture 
[11]. 

2. METHODOLOGY 
This work aims to design a system for pattern recognition (PR) of the EMG signal. The EMG signal 

data will collect from different subjects using the Myo armband that contains eight EMG sensors 
distributed in 360o. The data is collected by the Myo armband will be transferred to the PC using 
Bluetooth. The data is classified into six different motions using three feature techniques. This work 
used two classifiers; the support vector machine (SVM) and k- nearest neighbors (KNN). Figure (1) 
shows the block diagram of the proposed system. 
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Figure 1: The block diagram of the proposed system 

 

I. Data Collection  
Myo armband is used to record six regular motion classes: bowing, clapping, handshaking, 

hugging, jumping, and running. The eight sensors of the Myo armband are corresponding to eight 
inputs of time series with a voltage amplitude of the required muscles, and each time series consist of 
9000 samples. The eight sensors cover the following body part; right arm, left arm, right leg, and left 
leg, taking into consideration two muscles; the biceps and the triceps. Figure (2) shows the raw EMG 
signals for Bowing, Clapping, and Handshaking motions. Figure (3) shows the raw EMG signals for 
Hugging, Jumping, and Running motions. 

II. Feature Extraction  
The main idea behind the feature extraction is to avoid extensive data, for each motion will take a 

long time for signal processing. Therefore, many types of feature extraction are used to reduce the raw 
data dimensions and produce new vectors that will enter the classification stage instead of the raw data. 
So, the new vectors must contain all the required information to obtain fast training [12]. 

In this work, the EMG signals are analyzed in offline mode using Matlab 2019a. Then the recoded 
signals are segmented in a window size of 200 ms and an increment of 150 ms. The window is analyzed 
using the Root Mean Square (RMS), Difference Absolute Standard Deviation Value (DASDV), and 
principal components analysis (PCA) as features.  

 

A. Root Mean Square (RMS) 
RMS is a common feature that used to analyze the EMG signal, the RMS modeled as amplitude 

modulated Gaussian random process whose relates to constant force and non-fatiguing contraction 
equation is given as [13]:  

 𝑅𝑅𝑅𝑅𝑅𝑅 =  �1
𝑁𝑁
∑ 𝑋𝑋𝑋𝑋2𝑁𝑁
𝑖𝑖=1   (1) 

Where; X: input RMS values, N: Number of raw input signals. This equation is used to select a 
group of raw EMG signals based on the root mean square calculations.  

B. Difference Absolute Standard Deviation Value (DASDV) 
DASDV is similar to the RMS feature, which is calculated the standard deviation of wavelength; 

the DASDV equation is given as [14]: 

 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =  � 1
𝑁𝑁−1

∑ (𝑋𝑋𝑖𝑖+1 + 𝑋𝑋𝑖𝑖)2𝑁𝑁−1
𝑖𝑖=1   (2) 

Where; X: input RMS values, N: Number of raw input signals. This equation is used to select a 
group of raw EMG signals based on DASDV calculations. 
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C. Principle Component Analysis (PCA) 
The PCA is an exploration method that presents transformation data using a statistical process; 

these transformations are groups of observations that convert to orthogonally related values. The PCA 
is started by taking the mean of matrix input data, taking the covariance, finding the eigenvalue and 
the corresponding eigenvector. Then, choosing the remarkable value eigenvector and multiplying the 
transposed matrix obtained by eigenvector to the mean-adjusted data transposed [15] [16]. The PCA is 
used for dimension reduction because of reduction in time and space complexities, the dimensions of 
the new components will be uncorrelated and orthogonal to each other. The reduction happens when 
PCA select the maximum variance and form new directions; figure (4) shows how the axis transform 
from the old axis to a new axis. From the figure, the old perpendicular black axis has a scattering plot 
that shows the set of data, while the green axes are the new PCA that are chosen depending on the 
maximum variance [17]. Also, the number of these components is less or equal to the original one and 
will never be more than the original data [18]. 

 
Figure 2: The raw EMG signals for Bowing, Clapping, and Handshaking motions. 
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Figure 3: The six raw EMG signals Hugging, Jumping and Running motions. 

 

 
Figure 4: PCA axis transformation [18] 

III. Classification Methods 
The classifier's primary role is to take the features extracted from the raw data and generate a task 

to use an extracted feature and create the typical classes matching the required action [12]. 
In this work, the extracted features fed to the classifier using Matlab 2019a to detect the correct 

class motions. The data is divided for the training part and testing part, 80% of the data is for training, 
and 20% of data is for testing by using holdout validation. Then, the support vector machine and KNN 
have been used here as classifiers: 

A. Support Vector Machine (SVM): 
SVM is a supervised ML algorithm that is used for regression or classification issues. The SVM 

builds a hyperplane or groups of hyperplanes with infinite dimensionality space. Also, SVM Uses a 
subgroup of training (support vectors), and diverse Kernel functions can be particular for choosing the 
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support vectors. The classifier used in medical diagnosis, also SVM, is useful for low memory. SVM 
deals with multidimensional space that takes the required class and divides it using the best-optimized 
method [19]. The cubic SVM is a type of SVM, and the equation of cubic SVM can be given as (3): 

 𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = (𝑥𝑥𝑖𝑖𝑇𝑇 , 𝑥𝑥𝑗𝑗)3  (3) 

The cubic SVM is preferred due to the short time required for training in this work training time 
range from 45 sec to 50 sec.  

B. K-Nearest-Neighbor’s (KNN) 
KNN is supervised learning a secure method but has a useful and accurate classification [20]. In 

the KNN method, the data represented in the vector space. The k represents a variable and selects as 
an essential factor, and h represents the least distance from the selected point if k is equal to h, which 
means unselected point. In this work, the Euclidean distance is used to measure the distance between 
points using the given equation (4): 

 𝐷𝐷𝑖𝑖 = ∑ �(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑘𝑘)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑘𝑘)2ℎ
𝑘𝑘=1   (4) 

Weighted Distance Nearest Neighbor (WDNN) Classifier is a type of KNN [21] based on recalling 
the revealing cases and learning their weights for classification. Also, this algorithm is designed to 
classify the data without using regression [22]. Fine KNN Classifier is another type of KNN that makes 
it finely itemized to distinguish among different classes with the number of neighbors set to 1[23]. 

3. RESULTS 
In this work, three participants have been taken to collect the raw EMG signals by applying RMS, 

DASDV, and PCA to extract the features. The SVM and KNN methods are used to classify the motions. 
The performance of the classifier model is described using the confusion matrix. This matrix clarifies 
the relationship between the predictive and the actual events. Table I shows the confusion matrix 
model. 

TABLE I: confusion matrix model 

Confusion Matrix  Predicted No Predicted Yes 
Actual No TN FN 
Actual Yes FP TP 

 

Where: (TN) is True Negative, (FN) is False Negative, (FP) is False Positive, (TP) is True Positive. 
The accuracy of the confusion matrix can determine from the following equation: 

 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

   (5) 

The experimental results are divided into three parts. In the first part of experiments applied by 
using one subject for 6 different motions, the accuracy reaches 67.5%, 78.5%, and 87.9% for cubic 
SVM, weighted KNN, and Fine KNN, respectively. Figure (5) shows the confusion matrix for one 
subject. 
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Figure 5: The confusion matrix for one subject. 

The second part of experiments applied by using two subjects for 12 different motions, the accuracy 
reaches 92.1%, 93.7%, and 98.3% for cubic SVM, weighted KNN, and Fine KNN, respectively. Figure 
(6) shows the confusion matrix for the two subjects. 

 

 
Figure 6: The confusion matrix for two subjects. 

The third part of experiments applied by using three subjects for 18 different motions, the accuracy 
reaches 94.8%, 95.7%, and 98.9% for cubic SVM, weighted KNN, and Fine KNN, respectively. Figure 
(7) shows the confusion matrix for the three subjects.  
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Figure 7: The confusion matrix for three subjects. 

For the third part of the experiments, the scattering plot is applied to the classified data to observe 
the relationship between the variables. Where the dot represents the correct prediction, and x represents 
the incorrect prediction. Figure (8) shows the scattering plot for three subjects using cubic SVM, 
weighted KNN, and Fine KNN.  

 
 

Figure 8: The scattering plot for three subjects using cubic SVM, weighted KNN, Fine KNN. 

The third experiment applies the area under the curve (AUC) and Receiver Operating 
Characteristics (ROC) curve to know the ability of the model to distinguish among classes. Figure (9) 
shows the ROC for three subjects.  
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Figure 9: The ROC for three subjects. 

 

4. DISCUSSION 
Myo Armband is used in this work instead of the traditional sensors to solve noise issues and avoid 

the DC component in the raw signals. However, the data was collected for six movements, and there 
is no need to use any filter. The time-domain analysis is used instead of frequency domain analysis to 
extract the raw EMG signals' features because it shows better performance in classifying the EMG 
signals.  

The Machine Learning (ML) algorithm is used in this work and shows fast training time; the 
average training time reaches 45.5 sec. The obtained classification result shows that both the fine KNN 
and the weighted KNN are better than the SVM.  

From all the three experiments, as noticed from the results, the first experiment has the lowest 
accuracies in all classifiers due to the small raw data. When the data increase in the second experiment 
to use two subjects, the efficiencies also increase. The results achieve the highest accuracies when the 
data of the three subjects are used. In evidence, the increasing number of subjects means increasing in 
data that will be trained and will lead to increase inaccuracies. Figure (10) shows the classification 
performance using different numbers of subjects. 

In the third experiment, due to the high performance, the scattering plot shows perfect prediction; 
as noticed in figure (8), the X point representing the incorrect prediction is very low. 

Another proof that the third experiment is the best the figure (9) shows the AUC of 1.00 that 
clarifies the probability of the random positive is the highest among the random negative and this good 
indication of the high accuracy. 

The results of this work have been compared with three previous works, as shown in Table (II). 
The first one takes only RMS and the SVM and achieved good accuracy. The second work chooses the 
RMS, and Integrated Absolute Value (IAV) as features also selects the KNN and Native Bayesian 
Pattern (NBP) as a classifier, and the authors achieved accuracy lower than the accuracy archived in 
this work. The last study used more than three features and used linear regression and SVM as a 
classifier and achieved lower accuracy than this work achieved. 
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TABLE II: compare this work with pervious works. 

Author Year Features  Movements Classifier Accuracy 

McCool, 
et al. [24] 2014 RMS 

 biceps brachii, 
quadriceps femoris, 

tibialis anterior. 
SVM 95.75% 

Praveen, 
et al.[12] 2018 RMS and IAV 

 Hand grasp 
(Opposition) and 

release (Re-position) 

KNN and 
NBP 92%, 94%. 

Khan, et 
al. [9] 2019 

mean, Kurtosis, 
Peak to Peak, Shape 

Factor, energy, 
jitter, ZC, and 

Spectral Spread. 

 

Healthy and patients LR and SVM 
SVM of 

94.1%, LR of 
95.1% 

This 
work  2020 RMS, DASDV, and 

PCA 

 Left Hand Clip, Left 
Hand Down, Left Hand 
Up, Right Hand Clip, 
Right Hand Down, 

Right Hand Up. 

KNN and 
SVM 

SVM of 
94.8%, 

weighted KNN 
of 95.7%, and 
Fine KNN of 

98.9%. 
 

 
Figure 10: The classification performance using different numbers of subjects. 

5. CONCLUSIONS 
In this work, the proposed classification technique using machine learning (ML) shows a high 

speed of training with composite data. Also, the number of subjects (i.e., number of inputs to classifier) 
has a significant effect on increasing the accuracy. Therefore, the third experiment that uses three 
subjects shows the highest accuracy among other experiments. As noticed from the result, both Fine 
KNN and weighted achieve higher accuracies reach 98.9% and 95.7%. Meanwhile, the SVM achieves 
an accuracy of 94.8%. The high training accuracy of this work is useful to implement a genuine 
prosthetic human body part. 
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