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Abstract —/ \ fast, simple and effective method to recognize different hand writing

numbers is presented. Hand writing recognition took high attention in the recent years
by researcher of the intelligent systems, since it can be used in many applications such
as car plate recognition and bank account checking. The purpose of this paper is to
develop a method for hand writing numbers detection by using artificial neural network.
The suggested work is divided mainly into four stages and is proposed to resolve the
digits number (i.e., hand writing numbers). Image sample of hand writing numbers is
acquired by a digital camera or scanner, and then it is converted by using the suggested
work which is consisted of four stages to resolve digits. Artificial neural network
(ANN) was applied to recognize the hand writing numbers. Learning method of the
ANN is back propagation and all process handled by MATLAB language.

Keywords — Image processing, Artificial Neural Network, Back-propagation, Car plate
recognition.
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1. INTRODUCTION

Decimal number recognition is a
challenging problem to researchers who
work in this area in recent years.

There are many fields related to
handwriting numbers detection, for
examples, checks in banks and

recognizing numbers in car plates. In
other words, it helps the computer to
understand the numbers that are written
manually by users and to view them
according to the computer processes.
Many methods had been proposed in
research work of Hand Writing Numbers
detection.

There is a batch of literature in this area.
Some of the related work is as follows: [1]
have developed a license plate recognition
system. There methods first separate each
digit from the license plate using image
processing tools, then built a classifier
using a training set based on digit
extracted from approximately 350 license
plates. [2] Has built a semi-automatic
name plate recognition system by using
artificial neural network. Thin window
scanning method was proposed to resolve
the alphanumeric character. [3] Has
proposed a method for heart extracting
character without prior knowledge of their
position and size. [4], [5] and [6] proposed
some methods in order to recognize the
plate’s characters. In [7] the Conjugate
gradient descent back-propagation
algorithm (CGD-BP) is used for training
purpose. CGD-BP differs from primary
back-propagation algorithm in the sense
that conjugate algorithms perform line
search along different directions which
produce faster convergence than primary
back-propagation. Percentage Recognition
Accuracy (PRA) and Mean Square Error
(MSE) have been taken to estimate the
efficiency of neural network to recognize
the numerals. [8] has Proposed approach
for English sentence recognition (ESR)
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system. This approach focuses on the
automatic ~ system  that  recognizes
continuous English sentence through a
mouse-based gestures in real-time based
on Artificial Neural Network. The
proposed Artificial Neural Network is
trained using the traditional back
propagation algorithm for self supervised
neural network which provides the system
with great learning ability and thus has
proven highly successful in training for
feed-forward Artificial Neural Network.

2. SUGGESTED WORK
General Steps for Suggested Work:
The suggested work is divided into four
stages, image  acquisition, image
preparing, ANN system and finally test
the designed system and output the
results.

2.1. Image Acquisition

All the digits were captured by a camera
or a scanner in one image as shown in
Figure (1). Segmentation and separate
each digit from others. This process result
in 100 separated digit. Each digit number
has ten hand writing image of different
thickness and shapes. Therefore for ten
digit numbers from ‘0’ to ‘9°, one hundred
cases had resulted to the next stage.
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Figure (1): The hand writing numbers in one image as was
captured by camera or scanner
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2.2. Image Preparing

The image preparing process is divided
into four stages: convert the size of image
of a digit which comes from a camera or a
scanner (after separated each digit from
other digits) to a matrix of dimension (9 x
7), convert the matrix to a gray matrix,
convert the type of matrix from gray to
binary code, convert the binary matrix to a
one binary vector of 63 elements (because
9 x 7 = 63). The above four stages repeat
with all other digits, and then save the
resulted  binary vectors and the
corresponding targets in a Mat file. Figure
(2) shows two hundred cases, one hundred
for gray image and another for it’s
conversion to binary images. Figure (3)
shows the shape of the converted matrix
image (left) to the Gray (right). Figure (4)
shows the shape of the converted Gray
(left) to the Binary (right).
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u Figure 12: List All Images of Numbers Before and After Conversion
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Figure (2): Representing of the Gray image (G) and
its converted to Binary image (B)

21

o el

I: Desitop Window H.

lp
PR L- A ODE | =

O O

=1

File Edit View Insert Tools D.

esktap
Do e | b RKTODE

0 £

Window
o5 -

Figure (4): Converted binary (left) to gray matrix (right)

2.3. Artificial Neural Networks (ANN)
The artificial neural network (ANN) was
arranged into two stages; these are ANN
design and ANN training.

2.3.1. ANN design

Artificial Neural Network has
created to have the following layers:
1-Input layer which has 63 neurons,
because the input from the Image
Preparing stage above is a vector of 9x7=
63 elements for each digit number written
by hand. Because we have 100 hand
writing numbers, so we have 100 vectors
(i.e., a vector for each hand writing
number digit).

2- The Artificial Neural Network has two
hidden layers because of the large number
of inputs (100 vectors; each with 63
elements), the following numbers of
neurons in the two hidden layers are
suggested:

been
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a) First hidden layer has 15 neurons.

b) Second hidden layer has 10 neurons.
3- Output layer has only one neuron
because the target was set to one element.
4- The Target is represented by an array of
(1 x 100). The first 10 elements in the
array are the target for the number ‘0’. We
used only one element from the first 10
elements of the target array with each
hand writing input digit number (i.e., with
each one hand writing elements from 10
different in thickness and shapes) of the
number ‘0’ (see figure (1)). The second 10
elements in the target array are the targets
for the number “1* and so on for other
elements in the target.

The ANN was viewed in the
MATLAB program, as shown in figure
(5). The Artificial Neural Network had
been trained according to batch training
(Gradient Descent Back Propagation with
Adaptive Learning Rate) as shown in table
(1). The advantage of the batch training
method is the ability of training all the 100
input vectors at the same time.
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Figure (5): Training the program of ANN.

22

Table (1): ANN Specifications

Layer W, of Nodes Transfer Fumction
Tnput f
Hiden1 1§ Logistic Sgmoid
Hidden? 10 Pure Line
Qutput ] Pure Line

Performance Funetion Mean Square Error

Training Function
Maxiovum Epochs

Gradient Descent Back Propagation with Adaptve Learning Rate
100

Gail lxed

2.3.2. ANN Training

The artificial neural networks had been
trained to get weights and biases, which
are saved to avoid re- training it. These
weights and biases will be used for testing
the hand writing numbers in the next stage
to classify the input as shown in figure

().

2.4. Testing and Output

Before test, the designed system was
made to record sound for each number in
Arabic and English using a microphone.
After training the neural network in above
stage, the values of weights and biases
were saved. These saved values of
weights and biases are fixed (i.e., not
changed during testing the input samples),
and will be used to detect any hand
writing number. The above four Steps for
the Suggested Work will be applied when
detect the hand writing numbers.

The ANN with its fixed weights and
biases, and its input (the hand writing
number sample) will be trained. If the
output of the trained ANN matches one of
the target cases, show the original image
for this case (digit), and play the sound of
this digit in Arabic and English. If the
output does not match any one of the
target cases, print message “Not Defined
Digit”.
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The SUGGESTED WORK Algorithm

1: By using camera or scanner, capture all
the digits of hand writing numbers in
one image as shown in figure (1).

. For the image presented in figure (1),
make segmentation to separate each
image of digit from others. This
process results in 100 separated images
which represent 100 hand writing
digits.

: Convert each image of digit from the
above step to a (9x7) matrix.

: Convert the above matrix to the (9x7)
gray code matrix.

: Convert the gray matrix to the binary
code matrix of the same dimension.

: Convert the binary matrix to a binary
vector of 63 elements.

: Repeat the steps from 3 to 6 with each
digit resulted from step 2. This process
results in 100 binary vectors of 63
elements.

. Save the converted images (i.e.,
binary vectors) in Mat file
represents the inputs to ANN.

. Prepare the (1x100) elements of row
vector target; one element for each
shape of the hand writing numbers, and
save it in a Mat file.

10: Make record of the human sounds of
the numbers ‘0’ to ‘9’ in Arabic and
English.

11: Save the recorded sounds (as vectors)
in Mat file that will be used in ANN
testing step.

12: Create a Neural Networks as specified
by table 1.

13: Set the initial weights and biases that
will be saved into Mat file.

14: Load (Inputs, Targets, Initial Weights
and Biases).

15: Train initial weights and biases
presented in figure (5) for the purpose
of having a new trained weights and
biases corresponding to the hand
writing numbers (which are the inputs
to ANN).

the
that
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16: Save the above new trained weights
and biases.

For test, load trained weight, trained
biases, sounds of numbers, and any
Samples Images of Hand Writing
Numbers.

Simulate the ANN again using figure
(5).

If the simulation output of the ANN
matches one of the target cases, show
the original image for this case.

Play the sound for this matched digit
in Arabic and English.

If the output does not match one of the
target cases, print massage ‘'Not
defined digit'".

17:

18:

19:

20:

21:

3. EXPERIMENT AND RESULTS
Testing the image detection

Weights, biases, input binary vectors
of hand writing numbers, and sounds were
loaded into the simulated program to test
the image detection, as shown in figure
(5). This test result is presented in figure
(6). This shows how the above suggested
work can give high precision in detecting
the hand writing number of digit ‘0’. In
figure (6) the right image is the hand
writing of the digit ‘0’ that was used as
input to the ANN. The left image is the
original for the digit ‘0’ that will be
displayed after the detection of the hand
writing of digit ‘0” was finished. Besides,
the sound for this digit will be played in
Arabic and English.
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Figure (6): Image detection of the digit ‘0’.
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between the actual output and the target, | E . MM
as presented in figure (7). Another ANN 3
measurement was the mean squared error | 10*
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measurements shown in figure (9). This
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I.:igure (9): Figure shows Gradient, Validation and
Learning Rate against Epochs.
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and the target. In the algorithm suggested, for obtaining

the detection of the hand writing numbers,
L petemeeeesien = 2% | this method allowed us a high precision
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compared with other techniques reported
o= by others, as the turned out shows, this
techniques was faster, simpler, efficient,
and easy to implement.
The current work can be further
investigated to cover many areas:
\ 1: Reading checks in banks; Where a
S ‘;m costumer hand-write the numbers when
EEEs withdraws from his/her account. The
Figure (8): The Mean Squared Error against scanner or camera will take the image of
Epochs. the check and other programs make split
of the whole number into digits, each
digits tested by the above suggested work
in order to set recognized. This is
followed by joining the digits together to
produce the whole number. Finally it
makes sure that this number is identical

=
c)

Mean Squared Error (mse)
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with his/her account before allowing
him/her to make withdrawing.

2: This work can also be used in license
plate number recognition.

3: This work can be repeated but by using
artificial neural networks tuning by a
Genetic Algorithm. This network will give
us the best trained weights and biases for
the networks which will help us to find
high precision results in detection the
hand writing numbers.

4: Finally, if each hand writing digits has
one hundred images of different thickness
and shapes instead of ten. Therefore for
ten digit numbers from “0” to ‘9°, 1000
cases had resulted to the next stage. This
work will be more accuracy and will be
reduced the cases of the “Not defined
digit”.
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