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      Mobile robots use is rising every day. Path planning algorithms are 
needed to make a traveler of robots with the least cost and without 
collisions. Many techniques have been developed in path planning for 
mobile robot worldwide, however, the most commonly used techniques are 
presented here for further study. This essay aims to review various path 
planning strategies for mobile robots using different optimization methods 
taken recent publisher’s paper in last five year. 
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1. INTRODUCTION 
Navigation, a significant factor in mobile robotics, is known as a process of accurately specify 

the position of the robot, planning the path, and following the planned path. The navigation issue of 
the MR was divided into three sub-problems, shown in Figure 1 Where is the initial point? (i.e., the 
localization problem), Where is the target point? (i.e., the object recognition problem or Mapping), 
and How to travel from the initial point to the target? (i.e., the path planning issue) [1]. 
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Figure 1: Mobile Robot Problem 

Localization: the robot must localize its position in the environment;[2] Mapping or Recognition: 
The robot needs a map of its environment to determine where it has been moving around so far. The 
map helps the robot understand directions and locations;[1] and Path planning: To find a route for 
the mobile robot, where the target direction must be identified in advance by the robot requiring an 
effective robot adjustment scheme [1], and Motion Control: the robot must modulate its motor 
output to reach the desired route,[2]. 

Path planning is a process of obtaining a reasonable, collision-free route between start and goal 
points [3]. Path planning becomes an important issue for a fully or partially automated process and 
can be considered as one of the essential problems in the robotics world. Because of the high 
demand for using robots in different fields, path planning becomes an interesting field for 
researchers [4]. An environment of robots can be divided into two categories dynamic and static 
environments. Usually, the dynamic environment contains moving and non-moving obstacles, while 
the static environment contains only non-moving obstacles. Also, the environment can be divided 
into known and unknown environments according to how much information is known about the 
environment. Usually, the obstacle avoidance term is used with unknown environment, which is 
mean the robots move in the free space without any collision with the environment’s obstacles [5]. 
Due to the different purposes and functions of the same functional robot as shown in Figure 2, many 
problems must be considered in planning the path of a mobile robot [6]. 

 

Figure 2: Issues in path planning 

Figure 2 illustrates the issues in path planning with hurdles avoidance, including the following points: 

 Movable obstacles: 

While moving obstacles, the issues of path planning is a practical one, as the robot is permitted 
to move the obstacles if it blocks a robot path from the start of the target position [7]. 

 

 Multi-agent robot: 

Multi-agent robot device control issues have taken on considerable significance. Any multi-
agent robot system has a certain transport subsystem, consisting of many mobile robots. The issue 
of controlling such a mobile robot community can be broken down into two main parts: 

• The major task is divided into subtasks and the optimal distribution among individual 
group robots. 

• Per movable robot, path planning, control, and movement correction  [8]. 
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 Finding the shortest path: 

An effective way to save time and power is to find the shortest path. There are two major groups 
of algorithms with the shortest path: 

• Finding distances for any pair of points. 
• Finding the shortest paths from a given point of origin [9]. 

 Complex map-terrain: 

 The problem of determining the terrain’s characteristics, detecting the attitude of the robot on 
top of the surface, establishes the traversability of the mobile robot over the field [10]. 

 Producing a smooth trajectory: 

The algorithm can produce smooth paths of the robot and the modified exploration rate 
increases the minimum expected return. The exploration rate may not be sufficiently general or 
difficult to implement in the actual robot manually or automatically [11]. 

 Complex environments  

The issue of planning the route for mobile robots in complex environments was analyzed and 
tuned for disparate working areas with obstacles in different numbers, sizes, and shapes [12]. 

 Some of the suggested methodologies focus on searching for the smallest route from the start to 
the target. Newly, researchers have been focusing on solving time constraints in a complex, multi-
obstacle environment [13]. Other researchers focus on configuration control and obstacle bypass 
problems for multi-agent systems in an environment with unknown hindrances [14]. Several others 
consider the transferred obstacles and navigation of robots [15]. 

2. METHODOLOGY 
The relevant work collection was performed between 2017 and 2021, resorting to the scientific 

search engine Google Scholar. The search was open to any path planning approach in the robotic 
field for mobile robots. The analysis of the related work intends to answer the following issues: i) 
planning approach ii) on-line or off-line capability; iv) dynamic or static; v) path optimality; vi) 
optimization criteria; viii) computational complexity and processing time. 

3. CLASSIFICATION OF PATH PLANNING 
   Path planning is studied extensively by researchers because of its importance in robot 

navigation. It is important to understand path planning classification because it leads to find a 
suitable solution for the path planning problem. Robot path planning can be classified into different 
kinds depending on different aspects such as obstacles type, environment type, planning type, space 
type, and time as shown in Figure 3,and stated in the following points [16]: 

 

 

Figure 3:  path planning Classification   
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I. Path planning based on plan type 
    a) Global Planning: it assumes that information about the environment is completely known. 

Therefore; the path is completely planned before the robot starts to move. 
    b) Local Planning: it is also called sensor-based planning because the information is unknown 

or partially known so, the robot depends on sensors to collect information. The path is planned step 
by step during robot motion. The difference between these methods is summarized in table (I) [17]–
[19]. 

Table I: The difference between local and global path planning 

No. Global path planning Local path planning 
1 Work off-line  Work on-line 
2 Robot Map-based Robot Sensor-based 
3 Deliberative navigation Reactive navigation 

4 workspace area is fully known and the terrain 
should be fixed. 

workspace is not necessarily fully known or 
unknown 

5 
The algorithm produces a whole path from the 
initial point to the target point before the robot 
begins its movement. 

The algorithm produces a new pathway in echo to 
environmental moveable. 

6 Approximately slower response Fast response 

II. Path planning based on Time [20] 
    a) On-line: the path from the start to the goal points is planned during the robot movement 

depending on information coming from the robot’s sensors. 
    b) Off-line: the path is fully planned before the robot starts to move. 

III. Path planning based on the environment type [20] 
     a) Dynamic environment: the environment of the robot contains static and dynamic obstacles. 

• Known dynamic environment. 
•  Partially known dynamic environment. 
• Unknown dynamic environment 

     b) Static Environment: the environment of the robot contains only static obstacles. 

• Known static environment. 
• Unknown static environment. 

 

4. PATH PLANNING MOBILE ROBOTS TECHNIQUES AND THEORIES 
This section presents the path planning theories and techniques as seen in Figure 4. 

 
Figure 4:  path planning theories Classification  
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I. Path planning classic approach 
Methods such as Cell Decomposition (CD), Potential Field (PF), Bug Algorithm, and Vector 

Field Histogram are commonly used in motion mapping problems in the classical category 
[21],[22].as seen in Table II the recent publish paper for each classic approach between 2017 and 
2021 In their basic formulation, these approaches  are found to be less capable of handling 
unknown, partially known, or dynamic environments and are known to be computer-intensive. 
Moreover, in order to create a feasible path between the starting and the destination points, they are 
mostly found to be dependent on complete prior knowledge of the environment. 

Table II: Recent Paper on Path Planning using classic approach algorithms: 

No Approach Authors Ref. Year Kinematic 
model 

Online 
or 

Off-line 

Static 
obstacle 

Dynamic  
obstacle 

Optimal 
Path Simulation Real 

system 

1 
Cell 

Decomposition 
(CD) 

Samaniego 
etal [23] 2019 N Offline Y Y Y Y N 

2 Potential Field 
(PF) 

F. A. Raheem 
and M. M. 

Badr 
[24] 2017 N Offline Y N Y Y N 

3 Bayat etal [25] 2018 N Offline Y N Y Y N 
4 Bug Algorithm Xu et al [26] 2017 Y Offline Y N Y Y N 
5 Das et al [27] 2020 N Offline Y N N Y N 

6 Vector Field 
Histogram Chen etal [28] 2019 Y Online Y N N N Y 

 

 Cell Decomposition (CD) 

Cell Decomposition(CD) is widely used by literature in path planning Issues. It is the 
representation of the search space of the robots in the form of individual units called cells. The 
correlation will then be calculated between each neighboring cell within the goal creating a 
collision-free pathway from the starting point to the target. First, the barrier cells are split into two 
new cells, then the pure cells (non-blocking cells) are added to the sequence. [29] using Global path 
planning. Figure 5 shows the cell decomposition method. Samaniego et al in 2019 modified the Cell 
Decomposition in an adaptive grid methodology in 3D environments applied to flight path planning. 
The Cell Decomposition using to Create the node of the path. 

 
Figure 5: the cell decomposition method [22] 

 Potential Field (PF) 

For the first time, the concept of using artificial potential fields (APF) in autonomous robots to 
avoid obstacles was suggested by Khatib. O [30] using Global path planning. In this method, the 
robot reaches the target by generating attractive and repulsive forces in the robot's environment. 
Forces of attraction are assigned to targets and repulsion forces are assigned to obstacles. Figure (5) 
show the Mobile robot navigation by APF Method. F. A. Raheem and M. M. Badr in 2017 [22] 
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Surface Vessel based on APF is provided and using PSO discovered the best values of Artificial 
Potential Field (APF) factors in order to make an iterative enhancement till reaching the shortest 
path. Bayat et al in 2018 [23] using a potential surface is constructed representing the resultant 
potential fields of all obstacles and the objective is that the robot avoids the high potential areas and 
finds an optimal and collision-free path to the target through the potential surface. Figure 6 show the 
Mobile robot navigation by APF Method. 

 
Figure 6: Mobile robot navigation by APF Method [31]. 

 Bug Algorithms: 

 Xu et al. [26] resolved the autonomous navigation in the unknown static environment in the 
robot process, Transition from starting position to goal (end) position, where the path was planned 
that met the kinematics parameters of the robot, by combining the bug algorithm and Dubins path. 
However, this method took a long time when the unknown environment is more complex and it 
does not work with dynamic obstacles. Based on the bug algorithm, Das et al.[27] proposed a new 
approach called Modified Critical Point Bug (MCPB) algorithm, which avoids run-time obstacles. 
This algorithm only takes into account the heads of those obstacles that generate collisions and does 
not take into account all obstacles. Moreover, the authors did not consider the shortest distance 
between the starting and target modes.  

 Vector Field Histogram 

     Borenstein and Koren initially introduced this method and considered it to be an improved version 
of the PF method. VFH is an approach to prevent obstacles in real-time, which enables a robot to 
identify and avoid unknown obstacles while continuing to pursue the goal [29]. Chen et al in 2019 
[26] are present a local path planning method based on VFH* the drawback did not find the optimal 
path. 

 Road Map method: 

Road maps are created with a set of paths in this approach where each route consists of 
collision-free zone connections. For route planning, these road maps are used later. Thus, route 
planning is reduced to searching for a series of roads from the initial location to the road network 
target connecting the primary and target points [32] as shown in Figure 7, for a given static 
environment. In 2013 the Elbanhawi et al [33] were improving algorithms that allow robots to 
navigate unknown environments independently is a widely studied field of robotics. This method is 
a set for controlling the distance from obstacles between the waypoints, without increasing its 
computational complexity.   

 
Figure 7: Roadmap [2] 
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II. Path plan Heuristic Methods: 
The Heuristic Path Planning Approaches, although recently used in comparison to the Classical 

Approaches, have gained a great deal of importance due to their human-like behavior-based 
learning. As seen in table III the recently published paper for each Heuristic Methods between 2017 
and 2021. 

Table III: Recent Paper on Path Planning using Heuristic Methods: 

No Approach Authors Ref. Year Kinematic 
model 

Online or 
Off-line 

Static 
obstacle 

Dynamic  
obstacle 

Optimal 
Path Simulation Real 

system 
1 

A* 
Zeng et al  [34] 2019 N offline Y N N Y N 

2 RAHEEM &. 
ABDULKAREEM [35] 2020 N offline Y N Y Y N 

3 
D* 

Hasan et al  [36] 2018 N online Y N N Y N 
4 Raheem and  Hameed [3] 2018 Y offline Y Y Y Y N 

 
 Dijkstra method: 

The Dijkstra algorithm proposes In 1959, by E.W. Dijkstra. It is known as the shortest path 
algorithm where it is used to solve path planning problems. It starts from starting point to the target 
point. Thru the execution of the algorithm, it is always ensuring that the distance from the starting 
point to the current point is minimized [37]. 

 A star (A*) Algorithm: 
In 1968 Hart et al. propose A* algorithm where A* can be considered as the development of the 

Dijkstra algorithm. The main feature of the A* method is it has a fitness function used to evaluate 
the found solution, where A* starts at a specific point then it chooses the next depending on fitness 
value. The advantage of A* over the Dijkstra method is that A* considers the goal point during the 
search process [38]. Zeng et al in 2019 [34]  A* algorithm commonly used in mobile robot path 
planning game development. Although the A* algorithm is characterized by optimity, simplicity, 
and flexibility and has been widely used in path planning, it also has some disadvantages, such as 
redundant points, large overhead memory, and long computing time. F. A. RAHEEM and M. I. 
ABDUL KAREEM  in 2020  [35] The A* heuristic method is used to find the shortest path within 
the constructed roadmap. 

 D star (D*) 
The D* algorithm is proposed by Stentz in 1994. It can be considered as a dynamic A* 

algorithm because it is used in Online path planning with a dynamic environment, therefore; D* has 
the ability for autonomous navigation [32].Hasan et al in 2018 [36] are present A new centralized 
and competitive multi-robot method in a dynamic environment for online path planning. In the same 
complex dynamic environment that has a variant number (from one to five) of dynamic obstacles, it 
finds the optimal paths to the variant number of robots that compete with each other. Raheem and 
Hameed at 2018 [3] use the technique of PSO optimization to get the final optimal path. In addition, 
by adding a stop case and return backward case, a modification to the D* algorithm was made to 
ensure the path solution interactivity reaction to the position of obstacles and continuous changes in 
time during robot motion. 

 

III. Path planning Meta-Heuristic Methods 

A metaheuristic method helps in solving the optimization problem. Problems in optimization 
can be found in many daily life aspects. The kinds of  metaheuristic method are various which are 
ant colony optimization (ACO) ,particle swarm optimization (PSO) and the recent algorithm is 
whale optimization algorithm (WOA) [39]. the metaheuristic algorithms have been developed to 
reduce the drawbacks of classical approaches as they take more time to calculate the optimal path 
[40]. As seen in table IV the recently published paper for each Meta- Heuristic Methods between 
2017 and 2021. 

Table IV: Recent paper on Path Planning using Meta-Heuristic Methods: 

No Approach Authors Ref. Year Kinematic 
model 

Online 
or 

Off-line 

Static 
obstacle 

Dynamic  
obstacle 

Optimal 
Path Simulation Real 

system 

1 PSO Setyawan etal [41] 2017 N offline Y N Y Y N 
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2 Dewang etal [42] 2018 N offline Y N Y Y N 
3 Krell [43] 2019 N online Y N Y Y N 
4 Tang et al [44] 2020 N offline Y N Y Y N 

5 

ACO 

Rajput and 
Kumari [45] 2017 N offline Y N Y Y N 

6 WANG, Tao, 
et al. [46] 2018 N offline Y N Y Y N 

7 Luo [47] 2020 N offline Y N Y Y N 
8 Pu [48] 2020 N offline Y N Y Y N 

9 WOA Chhillar   &  
Choudhary [49] 2020 N offline Y N Y Y N 

 
 The Particle Swarm Optimization (PSO) 

Eberhart and Kennedy [50] developed the original PSO, which used an equation to calculate the 
particle velocity relative to the previous velocity and direction. The best position is a better swarm 
and then updated the particle position. Setyawan et al. [41]in 2017 Formulated the path planning 
problem with three objective functions, namely path distance, risk degree, and smoother path, as an 
optimization problem. Then, they analyzed the initial PSO's work for the optimization algorithm. 
However, the drawback of the work is that they did not find the time and the iterations number. The 
authors in  [42] suggested an adaptive PSO algorithm (APSO) to define the solution for route 
planning in MR situations that were handled precisely. Krell et al. [43]used the PSO and the Gazebo 
simulator to create an ARN system that can navigate in an unknown environment and reach the 
predefined target without collisions. The findings demonstrated that in multiple environments with 
different features, the robot can generate and follow efficiently. Tang et al.  [44]solved the multi-
robot path planning issue by proposing a new-PSO-based approach. To cope with the multi-robot 
path-planning problem, a coevolution-based particle swarm optimization technique was designed in 
an attempt to amend the global and local search ability fully and address the problem of the PSO 
recession. The steps of the standard PSO [51][52] were itemized in Algorithm B, while Figure 8 
illustrates the corresponding flowchart. 

Algorithm B: Pseudo-code of PSO algorithm: 

1- Initialize the PSO parameters   
2- For t equals 1 until t equals the maximum generation  
3- For I equals 1 until I equal the pop- size  
4- If f (xi,d (t) ) is less than f (pi (t) ) then pi (t) equals xi,d (t) 
5- Let f(Pg (t) ) equals min (f (Pi(t)) 
6- End  
7-  For d equlas1 until d equals dimension  
8- Vi,d (t+1) =vi,d (t)+c1r1(pbesti-xi,d(t))+c2r2(pgbest-xi,d(t)) 
9- X i,d(t+1)=xi,d(t)+vi,d(t+1) 
10- If Vi,d (t+1) is bigger than  Vmax then Vi,d (t+1)equals Vmax, Else if Vi,d (t+1)is less than 

Vmin then Vi,d (t+1) equals Vmin 
11- End  
12- If X i,d(t+1) is bigger than Xmax then Xi,d (t+1) equals Xmax, Else if X i,d(t+1) is less than x 

min then X i,d(t+1)=X min  
13- End  
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Figure 8: The PSO algorithm Flowchart 

Form the flowchart above; the steps of the PSO algorithm are given below: 

1- Randomly configure the velocity and position of all particles in N-dimensional coordinates. 
2- Estimate the suitability of each particle. 
3- Match each value of particle fitness with its value of Pbest. If the new value is better than the 

old best value, use the current value as the best value. 
4- calculate pgbest between all the particles. This pgbest has the finest fitness value. 
5- Recalculate the position and velocity by the following equations: 

• The velocity:   Vi,d (t+1) =vi,d (t) + c1r1(pbest-xi,d(t) ) +c2r2(pgbest –x i,d(t) ) 
• The Position:  Xi,d(t+1)=xi,d(t) +vi,d(t+1) 

where the variable t is the iterations number, r1 and r2 are random variables inside [0, 1], c1 and 
c2 are the velocity Change agents, Vi,d (t) is the inertia velocity,  Pbest  is the particle best position 
and Pgbest is the swarm best position . 

6- Terminating criterion If the robot reaches his gold position go to the end (Pgbest) else go to the 
next iteration. 

 
 Ant colony optimization algorithms (ACO) 

The ACO was proposed in 1992 by M.Dorigo. The principle of ACO was that each ant releases 
an excretion along the path it has taken and it will also understand the excretion that other ants 
release while foraging for food, [53]. Rajput and Kumari [45] modified versions of the optimization 
of ant colonies were used. The robot's directional motion history on a grid has been incorporated 
into a vector.  As a multiplication probability factor that helps to achieve faster convergence and 
prevent unnecessary movements, e.g. looping. They have developed a novel pheromone update 
scheme for this work. In addition to this, They have used path smoothing to minimize the number of 
turns on the optimal path of the filter. The drawback of the work was not given the path length. 
WANG, Tao, et al,[46].  The ACO enhanced long search time, low efficiency, and easy landing into 
local optimum for the main problem. That means a more efficient algorithm and a shorter path. Luo; 
Pu [47],[48]  in this paper improve ACO to solve the problem of slow convergence and low search 
efficiency. itemized  ACO  in the equation and flowchart algorithm in Figure 9 show down, [54]. 

                  𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘 = �𝜏𝜏𝑖𝑖𝑖𝑖�
𝑎𝑎

∑ �𝜏𝜏𝑖𝑖𝑖𝑖�
𝑎𝑎𝑚𝑚

𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖
𝑘𝑘

                        (1) 

Where 𝜏𝜏𝑖𝑖𝑖𝑖 is pheromone trail, α is a positive constant termed as weight values, m is the number 
of ants, 𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘  is the transition probability in which ant k will move from node i to j[54] : 

                  𝜏𝜏𝑖𝑖𝑖𝑖= (1 − 𝜌𝜌) ∗  𝜏𝜏𝑖𝑖𝑖𝑖                                                       (2) 
where the range (0<ρ≤1) is the pheromones dissipation rate and change of pheromone represents 
in eq.3: 
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                 𝜏𝜏𝑖𝑖𝑖𝑖 = 𝜏𝜏𝑖𝑖𝑖𝑖 + ∑ ∆𝜏𝜏𝑖𝑖𝑖𝑖𝑚𝑚
𝑘𝑘=1               (3) 

Where ∆𝜏𝜏𝑖𝑖𝑖𝑖 is the quantity of pheromones ant k charge on the visited paths, represents in an 
eq.4: 

                   ∆𝜏𝜏𝑖𝑖𝑖𝑖 = 1
𝐶𝐶𝑘𝑘

                                                                (4) 
Where Ck is the path length build by the k th 

 

Figure 9: Flow Chart of ACO Algorithm 

1- Initialization: Two parts are involved in an ACO initialization: The first mainly consists of 
initializing the pheromone pathway. Secondly, on the randomly selected nodes, an arbitrary 
number of ants are placed. Then each of the distributed ants, by creating a path according to 
the rule of transmission of the node, makes a round of the graph. 

2- Solution construction: According to the rule of probabilistic state transmission, each ant 
creates a whole solution to the issue. The state transition ruling is primarily based on a 
pheromone state and the ants sighting.  

3- Pheromone updating: The intensity of the pheromone pathways at every edge is updated by 
the pheromone update referee when each ant has built a solution. In two stages, Equation 2 
and Equation 4 are applied to the pheromone update rule. 

4- Terminating criterion: steps 2 and 3 are repeated until the termination criterion. 

 The Whale Optimization Algorithm (WOA) 

 It is the new a novel nature-inspired meta-heuristic optimization algorithm, called Whale 
Optimization Algorithm (WOA), which mimics the social behavior of humpback whales. The 
algorithm is inspired by the bubble-net hunting strategy.Developed by Mirjalili and Lewis in 2016 
[55]. This algorithm is new recent application on path planning in 2020 as seen in [49] The author 
proposed that the modified whale optimization algorithm ensures an optimal collision-free path. The 
fitness of any whale will be calculated by taking into account the target location and the obstacles in 
the search space in the whale optimization algorithm (WOA). 

The Mathematical model and optimization algorithm: 
the WOA assumes that the current best candidate solution is the target prey or is close to the 

optimum. The effort is made to identify the best search agent, while the other search agents will 
update their positions near to the best search agent. The behavior is expressed by the following 
equations as stated by [56]: 

𝐷𝐷��⃗ = �𝐶𝐶.𝑋𝑋∗����⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�       (1) 
Spiral updating position the helix-shaped movement of whales is simulated by the spiral 
equation. The spiral equation is as follows [55]: 
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�⃗�𝑋(𝑡𝑡 + 1) = 𝐷𝐷′����⃗ . 𝑒𝑒𝑏𝑏𝑏𝑏 . cos(2𝜋𝜋𝜋𝜋) + 𝑋𝑋∗����⃗ (𝑡𝑡)      (2) 
Search For Prey update the position using the encircling prey method [57] : 
�⃗�𝑋(𝑡𝑡 + 1) = 𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�����������⃗ (𝑡𝑡) − 𝐴𝐴.���⃗ 𝐷𝐷��⃗        (3) 
Where 𝐴𝐴 coefficient vector X*is the position vector of the best solution obtained so far, �⃗�𝑋is the 
position vector 
 
Algorithm: Pseudocode Whale Optimization algorithm: 
 
1. Initialize the whales population Xi(i = 1, 2, ..., n)  
2. Calculate the fitness of each search agent 
3. X*=the best search agent 
4. while(t < maximum number of iterations) 
5. for each search agent 
6. Update a, A, C, l, and p 
7. if1(p<0.5) 
8. if2(|A|< 1) 
9. Update the position of the current search agent by the  
10. else if2(|A|≥1) 
11. Select a random search agent (X rand) 
12. Update the position of the current search agent by the Eq (2) 
13. end if2 
14. elseif1(p≥0.5) 
15. Update the position of the current search by the Eq. (3) 
16. end if1 
17. end for 
18. Check if any search agent goes beyond the search space and amend it 
19. Calculate the fitness of each search agent 
20. Update X* if there is a better solution 
21.  t=t+1 
22. end while 
23. return X* 
 

IV. Intelligent method 

 Artificial Neural Networks (ANNs) 

An ANN is a bio-inspired artificial model of a human brain capable of imitating learning based 
on behavior. A neuron has the ability to store and reproduce experiential information similar to the 
human brain is called the basic computational unit of an ANN. Due to their ability to produce 
simple and optimal solutions in complex situations to maintain the integrity of the specifications, 
these have been widely used in many search optimization, learning and pattern recognition 
problems [58]. Rath et al. [59] designed a crossbred controller using GA and ANN for the path 
planning of a humanoid robot.  

 Genetic Algorithm (GA): 

      primarily developed by J. Holland in 1960 in Germany, Ingo Reichenberg [60]. The 
authors,[61] studied the effectiveness of two approaches, precisely the probabilistic roadmap (PRM) 
and the genetic algorithm ( GA). To compare their performances, two maps, one simple, and one 
complex, were used. Lamini et al.[62] improved the crossover operator to figure out the path 
planning issue using  GA. The simulation consequences showed that average iterations numbers and 
turns values are optimal but the authors did not give the value of the time and the path length. Utami 
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et al. [63] utilized a mutated genetic algorithm method for collision-free paths planning with static 
obstacles. The consequence of the test showed that it still got a fast time for an ideal solution. The 
steps of the standard GA [64],[65] were itemized in Algorithm   ِ◌ A, and Figure 10 depicts a 
flowchart of the Algorithm. 

Algorithm A: Pseudocode genetic algorithm: 

1- Input parameter: N: the size of the population; Pc: Crossover rate; Pm: Mutation rate. 
2- Output: Best Chromosome. 
3- t←0 
4- Initialize arbitrarily the initial population P(t) 
5- While (not termination condition) do 
6- Evaluate P(t) using a fitness function 
7- Select P(t) from P(t − 1) 
8- Rearrangement of P(t) 
9- Mutate P(t) 
10- Replace P(t − 1) by P(t) 
11- t←t+1 
12- End 

 

Figure 10: The flowchart of the Genetic algorithm 

From the diagram above, the theoretical work steps are as follows: 

1- The GA begins, like any other optimization algorithm, by defining the cost function, the size 
of the population, and the generation’s maximum number.  

2- -The initial pop of the GA is obtained randomly. 
3- The selection operation is to locate which chromosomes participate in propagation to create 

the next population (next generation) according to the values of their fitness in the current 
population. 

4- A mating operator is used to generate new chromosomes for the next offspring by randomly 
combining two chosen chromosomes from the previous step. 

5- A mutation is a genetic factor that preserves the diversity of heredity from one generation of 
a genetic chromosome population to the next and reduces the chance of early convergence by 
randomly modifying chromosomes. 
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6- The new generation is the same as the new population of candidate solutions that will then be 
used in the next algorithm iteration.  

7- A termination condition of the GA is influential in determining when the GA run will 
complete. 

8- An optimal solution means the pest solution they found it then end the GA. 
 
 The fuzzy logic (FL) 

 Lotfi Zadeh introduced the concept of fuzzy logic in 1965 is based on the idea that human 
thinking is not about crisp numbers, but about ideas instead. There are many vulnerability factors in 
the portrayal of the environment in the self-ruling mobile robot path arranging, it cannot easily 
group the situation to a particular situation, and a fuzzy logic concept is embraced in this type of 
situation,[66]. J. Guo, C. Li, and S. Guo [67] used fuzzy logic in a novel path planning technique. 
Firstly, the configuration and rectify of the ultrasonic sensors (HC-SR04) were done by analyzing 
the motion model of the spherical mobile robot. Then, a fuzzy controller for the spherical mobile 
robot was designed using multi-sensor fusion technology and the D-H parameter method. Finally, in 
an unknown environment, the proposed fuzzy control method was applied to the path planning of 
the spherical mobile robot. A novel variant of bio-inspired planning algorithms are presented in 
[68]. The method was implemented without prior information on the robot environment. Robot 
collision-free path planning in dynamic environments was proposed. In some difficult scenarios, 
such as the boundary map and the tight pathway map, the traditional neural dynamic model almost 
always returns a sub-optimal choice, the first contribution of mild technical analysis. Second, a 
topologically organized network with connections between neighboring neurons is the proposed 
planning algorithm, namely, the filling means neural dynamic model, and is suitable for pervasion 
nerve impulses such as waves without conjugation effects. There is a nice mix between FL and 
ACO by TaYen [69]The suggested the method of fuzzy ant colony optimization (FACO) to 
minimize the iterative learning error of the ant colony optimization (ACO) algorithm with the use of  
Fuzzy control. This algorithm locates the smallest path, and uses ultrasonic transducers to detect any 
obstructions ahead of the mobile robot, and adjusts the mobile robot's turning angle to avoid 
obstacles. 

V. Randomized Methods: 

There are two categories: single-question and multi-query randomized path planning. In a 
single-query, a single path planning problem must be resolved without any pre-processing, while in 
a multi-query, many path planning problems must be resolved in the same environment[70]. 

 
 Rapidly Exploring Random Trees (RRTs):  

RRT algorithm is a good algorithm to solve the single-query task and probabilistic based which 
develop by Lavalle and Kuffner. It is a search tree used in real-time path planning, where it is either 
regrow The whole tree or only the  previous iteration. The disadvantage of the RRT is a slow 
convergence rate which means that they consume a lot of memory and time to find the optimal path. 
[71],[72]. The authors [73] in 2020 , propose the NRRT* to achieve non-uniform sampling in the 
path planning process by learning quantities of successful planning cases from the A* algorithm. 
RRT algorithm is presented in Pseudocode down[74] ,and Figure 11 the a Schematic diagram of the 
RRT algorithm operation principle[72]. 

Algorithm: Pseudocode RRTs algorithm: 

T=(V,E) ← RRT(Zinit) 

1. T ← 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝜋𝜋𝐼𝐼𝐼𝐼𝑒𝑒 𝑡𝑡𝑡𝑡𝑒𝑒𝑒𝑒( ) 
2. T ← 𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒𝑡𝑡𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒(∅,𝑍𝑍𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖 ,𝑇𝑇) 
3. For i=0 to i=N do  
4. Zrand ← 𝑆𝑆𝐼𝐼𝑆𝑆𝑝𝑝𝜋𝜋𝑒𝑒( 𝐼𝐼) 
5. Znearest ← 𝐼𝐼𝑒𝑒𝐼𝐼𝑡𝑡𝑒𝑒𝐼𝐼𝑡𝑡 ( 𝑇𝑇,𝑍𝑍𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 
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6. (Z new , U new ) ← 𝑆𝑆𝑡𝑡𝑒𝑒𝑒𝑒𝑡𝑡(𝑍𝑍𝑟𝑟𝑛𝑛𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛𝑖𝑖  ,𝑍𝑍𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 
7. If obstacle free (z new ) then  
8. T ← 𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒𝑡𝑡𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒(𝑍𝑍𝑟𝑟𝑛𝑛𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛𝑖𝑖  ,𝑍𝑍𝑟𝑟𝑛𝑛𝑛𝑛 ,𝑇𝑇) 
9. Return T 

 

Figure 11:Schematic diagram of RRT algorithm operation principle [72]  

 Probabilistic Roadmap (PRM) Algorithm:  

This algorithm is used for multi-query tasks and used to solve the path planning problem in 
complex static environment, while sometimes used with simple dynamic environment. The main 
two elements in roadmap construction are edges and nodes, where edges are straight lines 
connecting nodes together. These edges are found by not powerful planner but very fast called local 
planners. On the other hand, nodes can be distributed using different techniques such as the normal 
distribution, medial axis, bridge test, …, etc. All these techniques have one common disadvantage 
which is neglecting the locations of both the start and the goal points. PRM can calculate all paths 
possible, but at the same time it cannot find the best possible path from these possibilities[75]. 
Because of the previous the author in [35] using Ant colony optimization and heuristic A* method 
can be combined with PRM as a path search method. 

5. CONCLUSIONS 
The issue of path planning is an important area of research. A mobile robot caught the attention 

of researchers. Good mobile robot path planning technology can not only memorize a great amount 
of time but also reduce mobile robot wear and principal development. In this paper, various path 
planning strategies are reviewed. The classical approaches had major drawback such as high 
temporal complexity in high dimensions and longer time to find the optimal pathway and they will 
be struck into the local minima which makes them inefficient in practice. The metaheuristic and 
heuristic algorithms have been developed to reduce the drawbacks of classical approaches and to fix 
the local minima problem. Each algorithm can be use depending on the application of mobile robots 
and the type of environment for example if we have known dynamic or static environment we can 
be using heuristic and meta-heuristic (D*, A* and PSO, ACO, WOA) to re-path and find the 
optimal path Consecutively. 
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