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Abstract

The problem of Privacy Preserving Data Mining (PPDM) has become more important in recent years
because of the increasing ability to store personal data about users, and the increasing sophistication of
data mining algorithms. A number of techniques have been suggested in recent years in order to perform
PPDM. These techniques are used to study different transformation methods associated with privacy. In
this paper, a system for PPDDM of association rules is proposed. This system works under the common
and realistic assumptions that parties are semi-honest, Semi-Trusted Third Party (STTP) and the
databases are horizontally distributed over these parties. New algorithm for hiding sensitive rules is
presented in this system. The experimental results for this algorithm has shown that it have good hiding
accuracy with acceptable level of side effects when it compared with the same algorithm in centralized
system and other existing algorithms in distributed database system. Furthermore, the proposed system
uses the Secure Socket Layer (SSL) with commutative encryption to support the certifications and
security over system various components.

Keywords: datamining;semi-honest; associationrules; distributeddatabase; commutative encryption.
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Introduction
Recent advances in data mining and knowledge discovery have generated controversial

impact in both scientific and technological arenas. Data mining is capable of analyzing vast
amount of information within a minimum amount of time. On the other hand, the excessive
processing power of intelligent algorithms puts the sensitive and confidential information that
resides in large and distributed data stores at risk. Providing solutions to database security
problems combines several techniques and mechanisms. An organization may have data at
different sensitivity levels. This data is made available only to those with appropriate rights.
Simply restricting access to sensitive data does not ensure complete sensitive data protection.
Based on the knowledge of semantics of the application, the user may infer sensitive data
items from non-sensitive data. Such a problem is known as ‘Inference Problem’ [1]. Sensitive
rule hiding is a subfield of privacy preserving data mining (PPDM), a number of techniques like
perturbation and anonymization have been developed to hide association rules from being discovered
in the published data. Practically for a single data set, many data altering techniques for hiding
association rules have been proposed [2]. In distributed data mining also protect the privacy for
the data parties is very important, Privacy Preserving Distributed Data Mining (PPDDM)
techniques are used to solve the privacy issues of distributed data mining. The PPDDM
algorithms require collaboration between parties to compute the results, while provably
preventing the disclosure of any information except the data mining results. To achieve this
goal, tools Secure Multiparty Computation (SMC) domain are usually used. Recent research
in the area of PPDM has devoted much effort to determine a trade-off between the right to
privacy and the need of knowledge discovery, which is crucial in order to improve decision-
making processes and other human activities. Such research has resulted in several
approaches to the evaluation of privacy preserving techniques. In this section, we present a
brief review of the major work in this area. S. Wang et al. proposed two algorithms, ISL
(Increase Support of LHS) and DSR (Decrease Support of RHS), where LHS refers to Left
Hand Side and RHS refers Right Hand Side, to automatically hide informative association
rule sets without pre-mining and selecting of hidden rules. The first algorithm tries to increase
the support of left hand side of the rule until the support or confidence for this rule becomes
less than minimum support threshold and or minimum confidence threshold. The second
algorithm tries to decrease the support of the right hand side of the rule until the support or
confidence for this rule becomes less than minimum support threshold and or minimum
confidence threshold. Both algorithms exhibit side effects like hide failure, loss rules, and

appearance of new rule [3]. M. Gupta et al. proposed an algorithm which integrates the fuzzy
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set concepts and Apriori mining algorithm to find useful fuzzy association rules and then to
hide them through using privacy preserving technique. For hiding purpose, they decreased the
support of the rule so as to be hidden by decreasing the support value of the item in either
LHS or RHS of the rule [4]. Then, S. Wang et al. proposed a framework to hide sensitive
association rules where the data sets are horizontally distributed and owned by non-trusting
parties. In their proposal, hiding process depends on support-based and confidence-based
distortion schemes. The process is accomplished by either decreasing its supports to be
smaller than pre-specified minimum support or decreasing its confidence to be smaller than
pre-specified minimum confidence. This framework was used to hide sensitive rules in each
site depending on the global Min_Supp and Min_Confthreshold, and then each site sends
sanitized database to non-trusted third party. Later, this third party merges the individually
sanitized data and publishes the result. This framework suffers from large side effects because
it depends on Min_Supp threshold and Min_Conf threshold to hide rules in each site (it needs
more data modifications), and also it may hide rules that are frequent in local site but not
frequent globally. This leads to an unnecessary modification of a number of transactions [5].
N. Dhutraj et al. proposed a system for hiding sensitive association rules using hybrid
algorithm where the dataset is distributed over the network. For dataset collection, they used
Secure Multi-party Computation (SMC) model in which cryptographic techniques are used
for providing better security when data are transferred from each party to the trusted third
party. The used hybrid algorithm was a combination of ISL and DSR techniques (depending
on the location of sensitive itemset), and the association rule hiding was based on modifying
the database transactions so that the confidence of the association rules could be reduced [6].

Finally, D. Jain et al. proposed an approach using the data distortion technique where the
position of the sensitive item is altered but its support is never changed. The size of the
database remains the same. It uses the idea of representative rules to prune the rules first and
then it hides the sensitive rules. Advantage of this approach is that it hides maximum number
of rules. This approach can be applied by removing the sensitive item from the transactions
that fully support the sensitive rule and add this item to other transactions that do not or
partially support this rule. Now the sensitive rule will be hidden without changing the support
for the sensitive item. However, the existing approaches failed to hide all the desired rules
which are supposed to be hidden in minimum number of passes. This approach also suffered

from large side effects especially new rules are generated [7].
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Association Rules in Horizontally Partitioned Database

In a horizontally partitioned database, the transactions are distributed among nsites. The

global support count of an item set is the sum of all the local support counts. An itemsetX is

globally supported if the global support count of X is bigger than minimum support of the

total transaction database size. The global confidence of a rule X =Y can be given as {X

UY}.sup / X.sup. A k-itemset is called a globally large k-itemset if it is globally supported.

The DM algorithm is a method for distributed mining of association rules, the following steps

shows how the distributed association rules can be calculated [8]:

1. Candidate Set Generation: Intersect the globally large itemsets of size k—1 with locally
large k—1 itemsets to get candidates. From these, the classic Apriori candidate generation
algorithm is used to get the candidate k itemsets.

2. Itemset Exchange: Broadcasts locally large itemsets to all sites — the union of locally large
itemsets, a superset of the possible global frequent itemsets. (It is clear that if X is
supported globally, it will be supported at least at one site.) Each site computes (using
Apriori) the support of items in union of the locally large itemsets.

3. Support Count Exchange: Broadcasts the computed supports. From these, each site
computes globally large k-itemsets.

Problem Description

Distributed system assumed that there are n sites S,,S;, ..., S,—; , and the transaction
database DB is horizontally divided into n non-overlapping partitions db,, db;, ..., db,_1,
where DB = dby U db; U ...Udb,_;,db; ndb; = @, 0 <i #j <n — 1. Each partition db; is
assigned to siteS;. Clearly, |DB| =|dby| U |db;| U ...U |db,_;|. X.Sup; is the local support
counts of itemset X at siteS;, for 0 <i <n — 1. The global support count of X in DB is given
asX.sup = Y- X. Sup;. X is globally frequent if X.sup> min_supportx |DB|. Similarly, X is
locally frequent if X.supi> min_supportx |dbi|. Also the global confidence for rule X=Y in DB
given as [4]:-

n-1
(XxUY).sup _ Xi—o (XUY).Sup; (1)
x.sup It XSup; o

andX=Y is globally confidence if

n-1
Y izo (XUY).Sup;

ST X Sup; > Min_conf threshold.... (2)

However, two problems are addressed here, one is the protection of sensitive rules contained

in the database (protect sensitive rules contained in the database from being discovered, while
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non-sensitive rules can still be mined normally), the other is the protection of private data and
the privacy of each site in distributed database. Thus all sites get just the result of mining
process without knowing anything about the original database (extract relevant knowledge
from large amounts of data distributed in different sites while protecting the privacy for each
sites) [9].
The problem here is to hide the sensitive rules and minimize the loss items. When the global
frequent for the sensitive rules satisfies these two conditions [10]:-

I.  Support(X=Y)=P(X and Y) >= Min_supp... (3)
ii.  Confidence(X=Y)=P(X/Y)=[Support(XUY)/Support(X)] >= Min_conf. ... (4)
Where X and Y represent the candidate attributes. It shows that this rule is frequent and it
should be hidden. This rule can be hidden by:

e Reduce the support of confidential rules (by decreasing the support of the corresponding

largeXY).

e Reduce the confidence of rules (by increasing the support of X in transactions not
supporting Y or decreasing the support of Y in transactions supporting both X and Y)
This can be done by deleting or adding a new data to the original database. This way prevents
tools from discovering these rules, but the challenge is the data quality. When a support of
items is changed, some other insensitive rules will also be affected either by hiding it or
supporting another frequent rule. Thus good ways to reduce the negative side effects on data

quality should be defined [10].

Proposed Approaches and Hiding Algorithm

The main aim of the proposed system is to securely and efficiently preserve the privacy of
distributed data mining. The sensitive rules and items are hided during protecting the privacy
of each site in the system when the database is horizontally partitioned, and it works with
non-trusted parties and semi-honest system. The proposed system generally used SSL (secure
Socket Layer) to support certifications among all sites, SMC protocol to preserve privacy of
each site and the proposed hiding algorithm to hide sensitive rules. This system generally can
be divided into two phases: The first phase is responsible for protection of the privacy of each
site during evaluation of the global association rules. This can be done by using SSL and
SMC (commutative encryption tool is used to perform SMC). Each site encrypts its own
sensitive frequent itemsets for the sensitive rules, and then passes them to other sites until all

the sites have all the encrypted frequent itemsets for the sensitive rules which will be passed
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to a common site to begin decryption. This set is then passed to each site which decrypts each
frequent itemset. The final result represents the global confidence of sensitive rules.

The second phase tries to hide sensitive rules according to the global confidence that are
calculated from phase one. This can be done when we reduce the support of confident rules by
change (increase or decrease) the number of items that support these rules. This can be done
by removing or adding these items to/from original database in each site until either the
support for frequent itemsets become less than Min_support threshold or the confidence for

the sensitive rules become less than Min-conf. Figure 1 represents the proposed system.

F Phase 1

: E1(Es(E2(R ;

i 1(Es(E2(Rz))) Ey,Ez,E5 Keys for Sites
. 1,2,3 respectively.

! Ry,Rz,Rs frequent

|

1

g
e r mm o ommoomma #F

— EslEz(E1(R41))) Ez(E1(Es(Rs)) itemsetsf or sites
site 3| lg || [site 2 __ Site 1 1,2,3 respectively
- — — — — - .
]
e s — - - Phase 2
Hide sensitive Hide sensitive Hide sensitive | Each site locally hide
- rules locally from rules locally from rules locally from. sensitive rules locally
| (Ry+Rz+Rs) [Ry+Rz+Rs) (Ry+Rz+Rs) | depending for

1 1 [R1+Rz+R3) by update
................................. - original DB

Figure (1) Generalarchitectureoftheproposedsystem

The major steps for phase one can be explained as follows (Assuming that we have three sites

S1, S2 and S3):

1. Determination of the local frequent itemset:

Each site determines local frequent itemset for the sensitive rules (R;) using the Apriori

algorithm that is explained in Figure (2).

2. Determining the globalconfidence for the sensitive rules for all site without disclosing the
privacy of the sites:

a. Assume that the R1, R2, and R3 represent the local support items for the sensitive
rules, and E1, E2, and E3 represent the commutative encryption algorithm with its
keys for sites S1, S2, and S3 respectively (Pohlig—Hellman algorithm used to perform
the commutative encryption, and RSA and SHA are used in SSL to satisfy the
certification over all sites in the system).

Where R1 = Y71, Ry;
R2=)" Ry
R3 =% Rs;

b. Secure connection established among all sites by using SSL techniques, and all the

sites use public and private keys for SSL to certify each other.
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c. All sites encrypts its frequent itemsets for the sensitive rules and sends it to the next
site, then each site also encrypts frequent itemsets from other sites and send it to each
other circularly. After encryption operations are completed for all sites, and because
the commutative algorithm is used here, the encrypted frequent itemsets in each sites

can be written as:

. El (E2 (E3 (R1)))
. El (E2 (E3 (R2)))
. E1l (E2 (E3 (R3)))
d. Then, the above encrypted frequent itemsets are decrypted in each site respectively

using its decryption key (the decryption operations can occur in any order) and sends

the result to the next site.

e. After all sites decrypt the encrypted frequent itemsets by its keys, they can be getting
the results (R1, R2 and R3). These combined files (R1+R2+R3) represent the global

confidence for the sensitive rules of all sites.

f.  Now all sites have the global confidence for the sensitive rules without knowing from

which site of these sensitive rules has come.

procedureApriori (T, minSupport) { //T is the database and min-Support
is the minimum support

Ck: Candidate itemset of size k

Lk: frequent itemset of size k

L1={frequent items};

for(k=1; L, '=4; k++) do begin

Cr+1= candidates generated from Ly ;

for each transaction t in database do{

increment the count of all candidates in Cy, that are contained in t
Ly.+1= candidates in Cj..; with min_support

}end

return U, L. ;

Figure (2) Pseudo code for Apriori algorithm [11]

In Phase two, a proposed algorithm for hiding sensitive rules in distributed database is used to
reduce the support of confident rules by change (increase or decrease) the number of items
that support these rules. The steps for hiding sensitive rules for each site can be explained as
follows and the pseudo code and block diagram for the proposed algorithm in each site are

explained in Figure (3) and Figure (4) respectively:
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1. Each site has Global confidence for the sensitive rule (G_Conf), local database D;,
Min_Supp and Min_Conf.

Input sensitive rules to be hidden.

For each sensitive rule {

Calculate the local confidence of sensitive rule (L_Conf).

Calculate the new confidence of each site (N_conf) by

N_Conf= L_Conf — (%* (G_Conf —min_conf)) ...(5

Where  N_Conf = new confidence in local site.
G_Conf = Global confidence of all sites.
L_Conf = Confidence for local site.
Min_conf = minimum confidence threshold.
6. Extract all transactions that fully support sensitive rule (T,).
7. Extract all transactions that partially support sensitive rule (T;).
8
9

aprwd

If % <N_Conf, then go to 17 (end removing loop).
l

Evaluate the number of transaction (|Ty,|) needed to be modified only with
consequent (RHS) by.
|Tar| = IT:| - (N_Conf* [T ). -..(6)
10. Evaluate the number of transaction (|Ty;|) needed to be modified only with rule’s
antecedent (LHS) by

_ T4
Tvtl= 5 cony ™ 1Til- (7
11. Evaluate the ratio for rule’s consequent (R;) by
il
T AT+
12. Evaluate the ratio for rule’s antecedent (R;) by
N U
LT Ard+ImiD

13. Evaluate the number of transaction (|T,;-|) needed to be modified by consequent
according to the ratio by using
ITur| = |Tyur| * Re
14. Evaluate the number of transaction (|Ty;|) needed to be modified by rule’s antecedent
according to the ratio by using
1Tyl = Taal * Ry
15. Apply the procedure for adding items to rule’s antecedent at LHS (As illustrated in
Figure 3)
16. Apply the procedure for removing items from rule’s consequent at RHS (As
illustrated in Figure 3)
17. If all rules are hidden then go to 19
18. Elsegoto 2
19. END
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To clarify the operation of the proposed hiding algorithm, this algorithm used to hide number
of sensitive rules in three local sites S1, S2 and S3, which have DB1, DB2 and DB3, will be

considered respectively.

Proposed Hiding Algorithm

Input: a source database D;, global confidence, min_support, min_confidence, set of sensitive items X, and
number of iteration
Output: a transformed database D;', where rules containing X on LHS will be hidden.
For each iteration {
1. For each itemin x €X {
2. Generate all rules that contain x in LHS
3. For each rule rdo {
4. Calculate L_Conf.

5. N_Conf= L_Conf — (ﬂ* (G_Conf — min_conf)).

G_Conf

6. ExtractT,={teD / tfullysupportr}
7. Extract T,={te D / tpartially support r}
8. |If :;zll <N_Conf, then go to 31 (end hide loop).
9. Calculate |Ty,| =|T:| - (N_Conf* |T;| ). //RHS.
T:
10. Calculate [Ty, |= N_lcOLf -IT,|.  /LHS
11. Calculate R, = —I4
(ITer|+|ITz|)
12. Calculate R, = D

13. Calculate |Tyz| = |Tur| * Re
14. Calculate |Ty,| = [Tyl * R,
/I Add items to (LHS)
15, Foreachitemi in LHS {
16. Count |IDy;| // support for LHS without item i and RHS items in DB
17. |IDn;| = 271 IDy; 1/ summation for support items;
18. If [Ty, |>|IDsyi| /1 nO enough transactions can hide sensitive rule
{ ITmel = [Dep;l
[Tur| = 1T+ - (N_Conf* (|T;| + [IDepil)). }
19. Calculate|lri| = |IDy;|/|IDenil * | Tar |
20. Extract (Tyy;) {t € D / t partially support r and not support i}.
21. Sort (Tyy;) // in ascending order.
22. Set_to_one (t.values_of_items i, Tjy;)
23. }// end for add loop
/I Remove items from (RHS)
24. For each itemi in RHS {
25. Count |IDi| // support of item i in database,
26. Calculate |ID;,.|=X7, ID;
27. Sort (T,) // in ascending order according to number of items in transaction
28. Sort (Ir) //'in descending order according to (|Ir]).
29. Set_to_zero (t.values_of_itemsi, T;.)
30. }// end ofremove loop
31. }//end hiding rule
32. }//end of loop x rule
33. }//end of iteration
END

Figure (3) Pseudo code for the proposed hiding algorithm
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Figure (4) Block diagram for the proposed algorithm

Results Analysis and Performance Evaluation

Two main effects have been considered to evaluate the performance for the proposed
algorithm: execution time and side effects. For execution time, the running time required to
hide sensitive rules is measured. For side effects, the percentages of hiding failure, the new
rules generated and the lost rules are measured, respectively. The hiding failure side effect
measures the percentage of the number of sensitive association rules that cannot be hidden to
the number of rules that need to be hidden. The new rules side effect measures the percentage
of the number of new rules appeared in the sanitized data set but not in the original data set to
the number of total association rules in the original data set. The lost rules side effect
measures the percentage of the number of non-sensitive rules that are in the original data set

but not in the sanitized data set to the number of association rules in the original data set.

S ——————————
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Theexperiments for the proposedalgorithmperformed onanotebookwith2GMHz processor
and2GBmemory,underWindowsXPoperating system(inadistributed system setting there are
three notebooks with the same properties). The sequence database (Binary
database)generatedfortheexperiments canbegenerated byusingaSequenceDatabase Generator
“SeqDBGen” [12]thatworkslikelBMdatagenerator[13]. To evaluate the performance of the
proposed algorithm to hide sensitive rules in distributed database system, it is used to hide all
sensitive rules that include specific or sensitive item in LHS. Hiding process is applied in each
site. Datasets of 30000, 60000, and 90000 transactions are distributed for three sites, in each
site all the frequent itemsets are generated and aggregated with the frequent itemsets of other
sites. Then, all the association rules that have the minimum support and minimum confidence
threshold are evaluated and stored in an appropriate file. Now the proposed algorithm is
applied in each site to hide all the rules that have sensitive item in LHS. When the hiding
process is completed, the released database will be mined and the new frequent itemset are
extracted. These itemsets are aggregated for all sites and all association rules that have
minimum support and minimum confidence threshold are extracted and saved in a new file.
The side effects of this algorithm can be evaluated by comparing the results of the association
rules of these two files.

Time measuring represents the average time required for hiding process in all sites. Finally
the results (side effects and required time) in distributed system are compared with the results
of the proposed algorithm with the same database in central system. The experiments here use
range of minimum support threshold 6-10% and minimum confidence threshold 40-50 % in
central and distributed database. The experimental results are obtained by averaging from 4
independent trials for each size of transaction with different sensitive rules. The following
Figures below explain the average of the experimental results (hide ratio, side effects, and
time measurements) for hiding sensitive rules in both central and distributed database. Figures
5 and 6 represent the ratios for the hiding rules to the all association rules. Figures 7 and 8
shows that there is no clear change in the ratios of hiding failures, lost rules, and new rules in
the distributed database when it is compared with the central database for the same hiding
ratios. This shows that proposed algorithm for hiding sensitive rules in distributed system
works properly and the results for hiding process are not affected when the data is distributed.
Figures 9 and 10 shows that the measured time is a linear growth with the size of database and

the time required in distributed database is less than the time required in central database.
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Figures (11) and (12) shows that the transactions needed to be modified in database for the

proposed hiding algorithm is less than the number of the transactions needed to be modified

by other existing algorithms used in distributed systems. The proposed algorithm here reduce

modified transactions in both side (LHS and LHS) compared to the algorithm proposed by

Wang et al. in [5]. This will also reduce the side effects (new and lost rules) that occur in

database during hiding operations.
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Conclusion and Future Work
Inthispaperweproposedasystemtoallowsiteslikecompanies,banksorother organization stoshare
knowledge while protect in gat the same time the privacy ofeach site.We allow all system
sites to certify one another by using SSL protocol and also protect the privacy for
these sites during evaluate the global association rules. Also the proposed hiding
algorithm is presented to hide sensitive association rules in distributed data mining,
the operation for this algorithms depends on theratioofconfidence for the association
rulesineach siteandtheratioof =~ count  foreach iteminthe  sensitiveassociation
rulesforlocaldatabase.

According totheobtainedresults,proposed system and algorithmhavea reasonableside effect
(hiding failures, new and lost association rules), while obtaining a significant reduction in the
time requirementforthecaseofthedistributeddatabasesystem. Also the results shows that
proposed hiding algorithm in distributed system works properly when it compared with the
same algorithm in central database system, that mean proposed algorithm in distributed
system is efficient and it has a good accuracy. Furthermore the proposed system reduces the
communication overhead that can happen during redundant operations (encryption and
decryption) in commutative encryption by using a small size of data transfer. This data
represents only the sensitive frequent itemsets for the sensitive rules.

Asafuturework,the proposed system can be developed to support solutions when system
parties’ shares vertically distributed database and also when it shares hybrid distributed
database, and also it can be enhanced to support PPDDM for other data mining techniques

such as clustering and classifications.
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