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Abstract: In this paper, a new algorithm for mobile robot naviga-

tion and polygonal obstacles avoidance in dynamic target envi-

ronment is introduced. In the dynamic target path planning the 

agent (robot) trying to reach a moving target in minimum path 

cost. The introduced algorithm which called Prediction-based 

path planning with obstacle avoidance in dynamic target environ-

ment planning a path to a moving target by predicting the next 

target location, then computing a path from the robot current lo-

cation to the predicted target location representing each visible 

obstacle by the smallest circle that enclosing the polygon obstacle, 

then determine the visible tangents between the robot and the cir-

cular obstacle that intersect its shortest path and compute the 

shortest path. Three target movement scenarios were suggested 

and tested in different environment conditions. The results show 

that the target was reached in all scenarios and under all environ-

ment conditions with good path cost. 

 

Keywords: Path planning, polygonal obstacles avoid-

ance, randomized incremental, prediction technique. 

                I. INTRODUCTION 

       A large number of path planning applications require plan-

ning a path to a moving target as in video games, virtual simu-

lations, and robotics. Since the target changes its location, the 

agent must modify its path according to the new target loca-

tion. The execution operation speed is very important because 

the path must be updated in real time. The quality of the up-

dated path also important because it affects the cost of reaching 

the target. 

      Path planning algorithms classified into two types: on-line 

and off-line path planning. Off-line path planning was not suit-

able for the large dynamic environment and moving target 

problem handling because it consumes time since the complete 

path from start to the target is computed at the start position 

[1]. Off-line path planning algorithms converted to incremen-

tal algorithms in order to be more efficient [2]-[3]. Incremental 

algorithms suitable for a partially known environment but not 

solve moving target problem. On-line path planning suitable 

for a partially known environment with a static target, since the 

robot uses its sensors to know about the environment but not 

all they can be solve moving target problem [4]-[5].                                                                                                

      Moving target search algorithm (MTS) is suitable for mov-

ing target problem handling. MTS compute a matrix of heuris-

tic values. Each value represents the function h(x,y) for a pair 

of states x and y. the matrix initialized by the heuristic values 

computed by the static evaluation function. During the search 

operation the heuristic values updated by checking the differ 

values and sorting them, so the accuracy was improved [6]. 

Although the complete matrix may be very large, it is a sparse 

matrix, however, the original MTS is not a very efficient algo-

rithm, and hence two types of updates were proposed called 

the Commitment to Goal (MTS-c) and the Deliberation (MTS-

d). In the Commitment to Goal, the robot needs to know the 

target position at some point before the final known target po-

sition was reached. The idea is to ignore some of the targets 

positions, while the focus on heuristic table filling. Delibera-

tion the robot updates the heuristic table without moving, so it 

is performing an off-line path planning [7].                                                

       Type of graphs similar to visibility graph is used for                     

increasing the MTS efficiency called sub-goal graph. The sub-

goal graph constructed by defining the obstacles corners as 

sub-goals then connects those sub-goals that are necessary for 

shortest path finding and can be reached from each other by 

edges. The sub-goal graph used for shortest path finding [8]-

[11]. Although the sub-graph provides a short path from start 

to the target it requires memory space larger than other algo-

rithms. 

       In this paper, a new moving target search algorithm called 

Prediction based path planning with obstacle avoidance in dy-

namic target environment was introduced. The introduced al-

gorithm suitable for a target moving slower than the robot, and 

assume that the robot knows about the target position all the 

time. The proposed algorithm starts by predicting the next tar-

get location using the current and previous target locations. Af-

ter predicting the next target location, the robot path is the 

straight line from its current location to the predicted target lo-

cation. The robot represents each obstacle in its sensing range 

by its smallest enclosing circle. If any collision was detected, 

then the robot computes the visible tangents from the robot lo-
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cation to the circular obstacle; now the robot path is the short-

est tangent path. The process was repeated until the target 

reached. 

               II. LOW-LEVEL PATH PLANNING 

      In high-level path planning algorithm, the paths are repre-

sented by straight and curved lines. In low-level path planning 

the digital differential analyzer algorithm (DDA) is used to aim 

mobile robot to follow these paths. This section explains the 

methods used to investigate the straight and curved paths using 

the digital differential analyzer algorithm. This algorithm is an 

incremental method and the coordinate axis of each point is 

depend on the coordinate axis of the computed point in last 

steps. The DDA algorithm using the raster characteristics for 

eliminating the number of multiplications, therefore, it is faster 

than the direct line equation in determining the line pixels [12]. 

 A.DDA line drawing 

          The procedure for line drawing in DDA algorithm de-

pending on the line slope (m). At first, consider a line with pos-

itive slope with value equal to or less than one as shown in 

Fig.1 then the next point online is computed from the following 

equations: 

𝑥𝑘+1 = 𝑥𝑘 + ∆𝑥𝑘+1                                            (1)                   

. 𝑦𝑘+1 = 𝑦𝑘 + ∆𝑥𝑘+1 ∗ 𝑚                          (2) 

 

Fig.1 DDA line Drawing for the line has slope m>1. 

For the positive line slope greater than one as shown in Fig.2 

the next line point is computed from the following equations:  

𝑦𝑘+1 = 𝑦𝑘 + ∆𝑦𝑘+1                                                (3) 

𝑥𝑘+1 = 𝑥𝑘 + (∆𝑦𝑘+1/𝑚)                                  (4) 

 

where Subscript k takes integer values starting from 1, for the 

first point, and increases by 1 until the endpoint is reached and 

∆𝑥𝑘+1 and ∆𝑦𝑘+1 are the number of pixels in x-axis and y-axis 

direction respectively depend on the robot speed. 

 

Fig.2.DDA line Drawing for line has slope m<1 

B.DDA arc drawing  

           The DDA arc drawing concept is used in many algo-

rithms that have described the rotation of the vector in the x-y 

plane. These algorithms are differing from each other in the 

trigonometric transformations. According to Fig.3 the rotation 

matrix that is used for vector rotation can be described as fol-

lows:  

𝑥𝑛+1 = 𝑥𝑛 cos ∆𝜃 + 𝑦𝑛 sin ∆𝜃                        (5) 

𝑦𝑛+1 = 𝑦𝑛 cos ∆𝜃 − 𝑥𝑛 sin ∆𝜃                       (6)                                 

Substituting ∆𝜃 = 𝜀 = 2−𝑚, where m is an integer (𝑚 ≥ 3) 

,then equations (5) and (6) become as follows: 

𝑥𝑛+1 = 𝑥𝑛 cos 𝜀 + 𝑦𝑛 sin 𝜀                             (7) 

𝑦𝑛+1 = 𝑦𝑛 cos 𝜀 − 𝑥𝑛 sin 𝜀                             (8) 

 Equations (7) and (8) above can be described by rotation ma-

trix A: 

𝐴 = [
cos 𝜀 − sin 𝜀
sin 𝜀     cos 𝜀

]                                     (9) 

      DDA algorithms eliminate the expensive computation of 

trigonometric functions by using simpler expressions. The ro-

tation matrix determinant is one. The Matrices of DDA algo-
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rithms have determinants approximately one, so the more ac-

curate algorithm is the algorithm which has determinant closer 

to one [13]. 

 

Fig.3 The rotation of vector R in the x-y plane. 

       One of DDA algorithms called fast exact DDA has accu-

racy higher than the accuracy of other known algorithms. It is 

a simple algorithm (it uses only elementary shift, addition, and 

subtraction), therefore this method can also be used in numer-

ical control, planning mechanisms, and so forth [14]. This al-

gorithm assumes the following initial conditions: 

 

xo = R        

                                             (10) 

 yo = 0 

And 

 x1 = R * (1 - ԑ2)0.5 

                   (11) 

 y1 =R*ԑ 

Where R = 2m 

Then xn+2 and yn+2 shown in Fig.4 are computed as follows 

 xn+2 = xn – 2 ԑ yn+1                                                      (12) 

yn+2 = yn + 2 ԑ xn+1                                        (13) 

drawing circle starting from any point on its circumference 

with robot speed equal to the previous speed require some 

changes in the previous conditions as shown in Fig.5. 

𝜃𝑛 = cos−1(
𝑥𝑛−𝑐𝑥

𝑅
)                                        (14)                                                                                                                                                                                                                                  

𝑥𝑛+1 = 𝑥𝑛 + ∆𝑥𝑛                                           (15) 

𝜃𝑛+1 = cos−1(
𝑥𝑛+1−𝑐𝑥

𝑅
)                                 (16) 

𝑦𝑛+1 = 𝑐𝑦 + 𝑅 ∗ sin 𝜃𝑛+1                              (17) 

𝜀 = |𝜃𝑛+1 − 𝜃𝑛|                                              (18) 

 Where ∆𝑥𝑛  a number of pixels in x-axis direction is depends 

on the robot speed. After that the point (𝑥𝑛+2, 𝑦𝑛+2) is com-

puted from equations (19), and (20) below: 

 

xn+2 = xn + 2 ԑ (yn+ 1 - cy)                                 (19) 

yn+2 = yn - 2 ԑ (xn+1  -cx)                                  (20) 

 

Fig.4 The computation of three subsequent points along     the circle. 

 

Fig.5 Drawing a circle from any given point. 

 

                     III. PREDICTION-BASED PATH PLANNING WITH                                                                            

OBSTACLE AVOIDANCE IN DYNAMIC TARGET ENVIRONMENT     

ALGORITHM        

Path planning is the process of finding a good path from the 

robot start position to the target position using path planning 

algorithm. The path planning algorithm must be capable of up-

dating the target position during execution in order to be suit-

able for solving the moving target problem. In this paper, we 

assume that the current and previous positions of the target are 
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known and by using a prediction technique we can estimate the 

target next position. The robot movement is in a straight line 

toward the target and when it detects an obstacle in its sensing 

range then it computes the virtual smallest circle enclosing the 

obstacle using randomized incremental algorithm [15]. After 

that, if any circular obstacle intersects the robot path it com-

putes two movement paths represented by the two tangents line 

to the virtual circle that collides its path. The shortest one is 

chosen to be the movement path to the robot. The algorithm is 

summarized by the following steps: 

Step 1: determine the initial location, radius, direction, and ve-

locity of a robot (Ps(xs
1, ys

1), rs, θs, vs) and the initial target lo-

cation (Pg(xg
1, yg

1).  

 

Step 2: determine the initial distance (initial_dis) between the 

robot and the target initial positions. 

 

initial_dis = ( (xg
1 -xs

1)2 + ( yg
1 -ys

1)2 )0.5                  (21) 

                                                                 

Step3: the robot uses the current and previous actual target po-

sitions for predicting the next target position as follows: 

Let (xg
2, yg

2)  and (xg
1, yg

1) be the current and previous actual 

target positions respectively, and (xg
3,yg

3) the next predicted 

position as shown in Fig.6 then (xg
3,yg

3) is computed as fol-

lows: 

  xg
3 = xg

2 + (xg
2 - xg

1)                            (22)

             

  yg
3 = yg

2 + (yg
2 - yg

1)                                    (23)

      

 

Fig.6 next target position prediction. 

At the start position, the target current actual position assumed 

equal to the previous actual target position. 

Step 4: Check if there are any obstacle lays within the sensing 

range of the robot. If there is any, then the robot increases its 

sensing radius by the value of the diameter of the largest ob-

stacle in the environment in order to make sure that the robot 

detects all obstacles vertices. 

Step 5: Represent each sensing polygon obstacle by virtual cir-

cle using randomized incremental algorithm [15] which can be 

summarized by the following points: 

 1. Arrange the polygon obstacle vertices in a set randomly. Let 

a number of obstacle vertices V equal to n ,then V = >v1, v2 , 

……, vn<. 

 2. Let c1 be the circle that contains v1 and v2. 

 3. Starting from k=3 to k=n there are two cases: 

Case 1: The vertex vk inside or on the circle ck-1 boundary then 

ck =ck-1 

Case 2: The vertex vk  outside the circle ck-1 boundary then the 

circle ck must satisfy two conditions: 

 - The vertex vk  on its boundary. 

 - The vertices v1 to vk-1 inside the circle ck or maximum two of 

them on its boundary.  

After computing the virtual circle, a safe obstacle is created by 

increasing the radius of each circular obstacle by the radius of 

the robot.  

Step 6: The robot path is the direct path from the robot position 

to the target (target predicted next position). This path consists 

of curved part used for changing the robot direction toward the 

target and tangent line from that part to the target. The robot 

starting speed (v) which is represented by a number of pixels 

that the robot can move in the x-axis direction is the robot min-

imum speed (vmin). This speed can be changed according to the 

current distance between the robot and the target (dis_s_g). 

 dis_s_g = ( (xg
n -xs

n)2 + ( yg
n -ys

n)2 )0.5                  (24) 

 

There are four cases for computing the speed of robot depends 

on the relation between initial_dis and dis_s_g: 

 

Case1: (dis_s_g > initial_dis) and (v < vmax) 

In this case the current distance between the robot and the 
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target was largest the initial distance between them, that’s 

mean the robot become far away from the target so that the 

robot speed must be increased by constant (s1) in order to reach 

the target. 

 v = v + s1                                                                  (25)

                                                                                 

Case 2: (initial_dis  > = dis_s_g > (2 * initial_dis / 3)) and (v 

< vmax)                 

The robot is near to the target so that it is speed must be in-

creased by constant value (s2). It must be chosen less than (s1). 

 

 v = v +   s2                                                          (26) 

   

Case 3: ((2 * initial_dis / 3 )  > = dis_s_g > (initial_dis / 3)) 

and (v < vmax) 

The robot become closest to the target so that its speed must be 

increased by constant value (s3). It must be chosen less than 

(s2). 

 

  v = v + s3                                                           (27) 

Case 4: (dis_s_g < (initial_dis / 3)) and (v > vmin) 

In this case, the robot is closest to the target, therefore, the ro-

bot must decrease its speed to make sure that its speed equal to 

its minimum speed when reaching the target. 

 

v = v - v * vstp                                                 (28) 

 

Where vstp is represented the number of pixels that must be sub-

tracted from the robot speed for each step that the robot moves 

toward the target.   

        

vstp = (v - vmin) / dis_s_g                                   (29)

                       

Step 7: Check if there is any collision may be occurring be-

tween the robot and the obstacles laying with the sensing range 

of that robot.  If the distance between the robot and any obsta-

cle less than the obstacle radius, then a collision may be occur-

ring.  

Step 8: If the collision was detected then the robot draws the 

inner and outer tangents to the virtual circle of the obstacle. 

This process is accomplished according to the following steps: 

A. outer tangent lines 

 The two outer tangent lines represented by four endpoints  

p3(x3,y3),p4(x4,y4), p5(x5,y5),p6(x6,y6) as shown in Fig.7. The 

points co(xo, yo) and cs(xs, ys) represent the center points of the 

virtual circle of obstacle and the circular trajectory of the robot 

and also, Ro and Rs are the radiuses of both circles respectively. 

The process of computing the four end points of the outer tan-

gent lines start by drawing third circle centered  at the virtual 

circle center and has radius R such that: 

R = Ro - Rs                                                          (30) 

 

      Fig.7 Drawing the outer tangents. 

Then the third circle lines tangent points (p1 and p2) from the 

external point cs(xs, ys) computed. The two tangent points are 

the intersection points of the circle centered at c0 and have ra-

dius equal to R with the circle centered at cs and have radius 

equal to the distance(L) between cs and p2 as shown in Fig.8 . 

𝑥1 = 𝑥𝑖 +
ℎ(𝑦𝑠−𝑦0)

𝐷
                                         (31) 

𝑦1 = 𝑦𝑖 −
ℎ(𝑥𝑠−𝑥0)

𝐷
                                         (32) 

Then p5 can be computed from equations (22) and (23) be- low: 

𝑥5 = 𝑥1 +
𝑅𝑠(𝑦𝑠−𝑦1)

𝐿
                                       (33) 

  𝑦5 = 𝑦1 −
𝑅𝑠(𝑥𝑠−𝑥1)

𝐿
                                      (34) 

The same procedure repeated for computing p2 and p6.                                                                          

 

             Fig.8 The intersection points of two circles. 
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B.  Inner tangent lines 

The inner tangent lines have four points p3(x3,y3),p4(x4,y4), 

p5(x5,y5), and p6(x6,y6)  as shown in Fig.9 which computed us-

ing the same procedure used for outer tangents points but the 

difference is that the radius of the third circle is the sum of the 

radiuses of the other two circles. 

 

                Fig.9 Draw the inner tangent lines. 

According to Fig.9 the coordinates of p5 computed from equa-

tions (35) and (36) below: 

𝑥5 = 𝑥2 −
𝑅𝑠(𝑦2−𝑦𝑠)

𝐿
                                        (35) 

 𝑦5 = 𝑦2 −
𝑅𝑠(𝑥𝑠−𝑥2)

𝐿
                                         (36) 

Step 9: the robot computes the length of the two paths from the 

robot position to the target through the inner and outer tangents 

and follows the shortest one. During the robot motion toward 

the tangent point there are two cases for changing the speed of 

this robot according to the initial distance between the robot 

and the tangent point (dis_ir_t), and the current distance be-

tween the robot and the tangent point (dis_cr_t): 

Case 1: dis_cr_t   <= (dis_ir_t / 2) 

In this case, the robot uses the same cases used in step6. 

Case 2: dis_cr_t   > (dis_ir_t / 2) 

In this case the robot near the tangent point, therefore, the robot 

must decrease its speed to make sure that the robot speed equal 

to its minimum speed when the tangent point reached.  

 

v = v - v * vstp                                            (37)    

       

where vstp is the number of pixels that must be subtracted from 

the robot speed for each pixel that the robot moves toward the 

x-axis and computed from the following equation:   

 

 vstp = (v - vmin) / dis_ir_t                               (38)

         

Step10: When the robot reaches the tangent point, then it must 

update the value of the initial distance between the robot and 

the target (initial_dis) which become equal to the distance be-

tween the tangent point and the current target location. 

 

Step11: Repeat the last steps until the robot reaches the target. 

 

                 IV. SIMULATION RESULTS 

Prediction-based path planning with obstacle avoidance in dy-

namic target environment algorithm is implemented using vis-

ual basic programming language. In our simulation differential 

drive mobile robot was assumed. The algorithm is tested in 

three target movement scenarios: straight line, circular arc, and 

sine wave scenarios. Each scenario tested in Different environ-

ments with a different number, size, and shapes of polygonal 

obstacles. The results were compared for three robot sensing 

radiuses. 

The simulation assumes that the minimum robot speed vmin=3 

pixels per step that the robot can move toward the target, and 

the maximum robot speed vmax=15 pixels per step. The sensing 

range of the robot increased by the value of the diameter of the 

largest obstacle which equals to 110 pixels when a new obsta-

cle is detected to make sure that all the obstacle vertices were 

seen. The produced algorithm tested for three target movement 

scenarios in different environments in terms of numbers, 

shapes, and dimensions of the obstacles. Each scenario is re-

peated for a number of obstacles ranged from 0 to 30   increas-

ing by 5. We take about 10 distributed that arranged randomly 

and the means value of the distance between source and target 

has been calculated. For more comparisons each scenario is re-

peated for 100, 200 and 300 pixels represent the sensing radi-

uses of the robot. Snapshots of straight line target movement 

scenario with 15 obstacles have different shapes and dimen-

sion was shown in Fig.10-12 and the result indicated in 

Fig.13.The snapshots of the circular arc target movement sce-

nario were shown in Fig.14-16 and the result indicated in 

Fig.17. The last scenario which represents sine wave scenario 

snapshots was shown in Fig.18-20 and the result indicated in 

Fig.21. 

 From all the simulation results shown in Fig.13, Fig.17 and 

Fig.21 we notice that by using the produced algorithm the ro-

bot reaches the target in all target movement scenarios and un-

der any environment conditions with good path length, and the 

path length from the source position to the target was increased 

by increasing number of obstacles in the environment, and 
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also, the increasing of the robot sensing radius result from an 

increasing in the path length. The only explanation for this con-

clusion is that the robot predicates the target position for only 

one step and computes the safe path for that target, therefore, 

some obstacles may lay in the safe path but actually the robot 

moves away from these obstacles way before the robot become 

near them, therefore, it does not affect the robot path. 

 

(a)  (b)  

(c)  (d)  
Fig.10 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with straight line target movement (robot sensing 

radius = 100 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

(a)  (b)  

(c)  (d)  
Fig.11 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with straight line target movement (robot sensing 

radius = 200 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 
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(a)  (b)  

(c)  (d)  
Fig.12 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with straight line target movement (robot sensing 

radius = 300 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

 

 
Fig.13 The performance comparison of the Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm for straight 

line target movement with a different number of obstacles and different sensing range. 
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(a)  (b)  

(c)  (d)  
Fig.14 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with circular arc target movement (robot sensing 

radius = 100 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

(a)  (b)  

(c) (d)  

Fig.15 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with circular arc target movement (robot sensing 

radius = 200 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

 



Basrah Journal for Engineering Sciences, vol. 16, no. 2, 2016                                                                                 57 

 
 

(a)  (b)  

(c)  (d)  
Fig.16 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with circular arc target movement (robot sensing 

radius = 300 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

 

 

Fig.17 The performance comparison of Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm for circular arc 

target movement in an environment with a different number of obstacles and for different sensing range. 
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(a)  (b)  

(c)  (d)  
Fig.18 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with sine wave target movement (robot sensing 

radius = 100 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

(a)  (b)  

(c) (d)  

Fig.19 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with sine wave target movement (robot sensing 

radius = 200 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 
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(a)  (b)  

(c)  (d)  

Fig.20 Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm with sine wave target movement (robot sensing 

radius = 300 pixels): (a) path planning for the initial position of target; (b) path planning for the next position of target; (c) determine the shortest path to 

the next position of target; (d) the complete path of the robot. 

 

                             

Fig.21 The performance comparison of the Prediction-based path planning with obstacle avoidance in dynamic target environment algorithm for sine wave 

target movement in an environment with a different number of obstacles and for different sensing range. 
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                V. CONCLUSION 

This paper introduces path planning algorithm for mobile 

robot navigation in an environment with a dynamic target 

and polygonal obstacles. This algorithm which called Pre-

diction-based path planning with obstacle avoidance in 

dynamic target environment applied in a straight line, cir-

cular arc, and sine wave target movement scenarios. The 

paper first part explains the low-level path planning which 

represented by the digital differential analyzer for line and 

arc drawing. We use digital differential analyzer algorithm 

because of its simplicity and integer calculations which re-

duce the required resources. The paper second part explain 

in details how the problem of  path planning with dynamic 

target solved by prediction the next target location then 

searching for the shortest path from the current position to 

the predicted target. The explanation of the low-level and 

high-level of the introduced algorithm shows that it re-

quires simple resources for implementation in the hard-

ware system. The simulation results discuss different en-

vironment conditions such as obstacles number, shapes, 

and dimensions for each target movement scenario and the 

result compared to three different robot sensing radiuses. 

The main simulation result shows that by using the intro-

duced algorithm the robot reaches the target in all target 

movement scenarios. Prediction-based path planning with 

obstacle avoidance in dynamic target environment algo-

rithm has good performance using low robot sensing ra-

dius for different obstacles number, shapes, and dimen-

sions. 
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