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H I G H L I G H T S   A B S T R A C T  
• The number of messages has been reduced 

in the proposed architecture as compared 
with the previous related works. 

• The signaling load in the Long Term 
Evolution was reduced by 45.4%  when 
taking into consideration the area size. 

• The signaling load in the Long Term 
Evolution  was reduced by 38.3% when 
analyzing the User Equipment  velocity. 

• The signaling load in the Long Term 
Evolution was reduced by 46.04% when 
taking into consideration the User 
Equipment number. 

 A huge traffic flow in the next generation network is anticipated due to the rising 
in number of users and the new services that need low end-to-end latency 
causing a large signaling load on the Core Network (CN). In order to mitigate 
this issue, many revolutionary architectures have been proposed to reduce this 
burden such as Cloud Radio Access Network (C-RAN). In this paper, a new C-
RAN distributed core network architecture has been proposed by splitting some 
CN functions and grouping them into one location with Base Band Units 
(BBUs). As a measure of testing the proposed architectures and by using the 
MATLAB, the number of signaling messages processed by the control entities 
was analyzed. The evaluation results indicate a significant improvement if it have 
been compared to Long Term Evolution (LTE) architecture in terms of signaling 
load reduction, As the average signaling load was reduced by 46.04 percent in 
one of the proposed architectures when the number of user equipments increased. 
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1. Introduction 
The introduction of various mobile multimedia services like the ultra-high-definition video, augmented and virtual 

realities, is increasing the demand for services for mobile networks [1-3]. Consequently, the requirements for network ability 
and service quality are rising exponentially [4]. The current Long-Term Evolution (LTE) architecture lacks flexibility to 
accommodate this increase in data request rates. Therefore, as a solution to increase network capacity, operators are inserting 
more cells [5], this action leads to increased inter-cell interference levels, more handovers, and significant expenses [6]. All of 
this led to the formation of the Fifth Generation (5G) network that is due to start in 2021, in order to solve the existing network 
capacity issue [7]. 5G supports a range of technologies, such as machine and device applications, internet of things, vehicle to 
anything and Bluetooth [8-12]. Such applications would have an effect on industry, society and consumer interactions [13-16]. 
However, the high data rate requires very broad bandwidth to meet and fulfill User Equipments (UEs) satisfaction. For a 5G 
system, a bandwidth of 10 times as much as is needed for the 4G system is required [17]. Cloud Radio Access Network (C-
RAN) is one of 5G cell network solutions and an accessible architecture. By leveraging virtualization technology, C-RAN 
splits the conventional base stations into centralized BaseBand Unit (BBU) pool and multiple low power Remote Radio Heads 
(RRHs), which can offer high data rates with energy efficiency [18-24]. The RRH forwards user data to BBU pool via 
fronthaul links. Despite the benefits of the C-RAN architecture, the signaling load issue on the Core Network (CN) entities had 
not been addressed. Because of the increasing demand for data and the huge connection between the BBU pools and the CN, 
this will need super processing capacity the CN or Evolved Packet Core (EPC) cannot bear it. The EPC architecture is 
struggling, since the control plane remains closely linked to the Serving GateWay (SGW) and Packet Data Network (PDN) 
GateWay (PGW) data plane, which leads to a lot of control signals between the EPC components. Nowadays, there is a new 
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paradigm of communication networking called software-defined networking (SDN) [25]. Using this architecture, it is possible 
to separate the data plane from the control plane in network entities and make their roles more clear. This paper therefore 
introduces a new approach based on SDN and C-RAN that, as well as distributing and moving the control elements of the core 
network, aligns these with the BBU in order to achieve the lowest level of load possible on the core network. 

In the last few years, due to the heavy signaling load on the CN, several researchers have tried to minimize this load. In 
2020, R. Shah et al., suggest a refactoring of the mobile core in order to speed up and get the control plane closer to the end 
user [26], the proposed architecture improved control plane throughput and reduced the control plane latency. In 2018 and 
2017, J. Cho etal. and Z. A. Qazi etal. respectively refactor the core network control plane to reduce the overhead of state 
transfer across modules and maximize control and scalability of the plane [27, 28]. Distributed network is crucial to reducing 
the work load on the entities and improving the efficiency of the system [29, 30]. Based on the above, in 2012, X. An, F. 
Pianese etal. have adopted the distribution of Mobility Management Entity (MME) on the basis of segregation between the 
planes of control and user [31], they apply three scenarios the edge deployment, local deployment and regional deployment. 
This analysis has shown an increase in the overall decrease in signaling latency, this leading to primarily estimate the signaling 
delay by the number of signals swapped across network links. In 2016, M. Pozza have proposed a segregation between the 
planes of control and user in entities of the LTE architecture and use that with the SDN and virtualization [32]. This approach 
also has shown an improvement in the signaling latency. In 2013 and 2014, S.  B.  H.  Said etal. and  M.  R.  Sama etal. 
respectively have adopted a partial segregation between the planes of control and user at the SGW [33, 34]. This method is 
creative which has shown an increase in the overall reduction of messaging burden. However, this design is Incomplete 
solution because the PGW is still functionally follows the existing 3rd Generation Partnership Project (3GPP) architecture. A 
method that complements the previous concept has been suggested by V. G. Nguyen etal. In 2015 [35], It is based on complete 
separation of all CN entities including PGW as they are separated and virtualized as an application operate over an OpenFlow 
(OF) controller. This approach is focused on complete segregation between the planes of control and user. However, the 
suggested architectures in all the works above are done as Distributed Radio Access Network (D-RAN). However, in 2016, I. 
Al-Samman etal. have proposed the deployment of the MMEs in one pool with the Base Band Unit (BBU) pool [36, 37]. The 
overall reduction of the signaling load has been increased by this approach. 

In this paper, two proposals were presented to reduce the load on the CN, which are the Partially Distributed Core Network 
(PDCN) and the Fully Distributed Core Network (FDCN). The C-RAN architecture was adopted, in addition to separating and 
distributing control entities making use of the SDN paradigm. The aim is to find a better signaling load architecture. The 
remainder of the document is structured accordingly. Section 2 explains the research method. The results and discussions are 
given in Section 3. Finally, the conclusion is given in Section 4. 

2. Research  Method 

2.1 Proposed architecture 1 
In this section, to reduce the load on the CN, the research method has been presented, which includes, as a first step, 

separating the data plane from the control plane of the CN entities (SGW and PGW). After that, the control entities were 
functionally combined into a single controller called the BBU Controller (BBUC), which was migrated and combined with the 
BBU in one pool. In this context, each C-RAN is a group of BBU in addition to the BBUC in one pool. C-RAN consists of 
several number of Remote  Radio Heads (RRHs). Figure 1 depicts the architecture of PDCN. In this architecture, the data plane 
has been separated from the control plane of the SGW only. SGW Control plane (SGW-C) and MME have been realized as an 
application running on BBUC while keeping the SGW User plane (SGW-U) and PGW in the CN. 

The first step for a UE to log into the network after it is enabled is initial attachment procedure. In this process, the IP 
address for future data transfers is assigned for the UE through the BBUC. After UE sends an attachment request message, the 
call flow starts as shown in Figure 2 for the initial attachment. The load for this event is indicated by: 

                                                        𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛) = 5.𝐿𝐿𝑃𝑃.𝜌𝜌.𝐴𝐴.𝐶𝐶                                                         (1) 
where: 𝐿𝐿𝑃𝑃: is the possibility that the UE will start a network attachment process. 
𝐴𝐴: is the cell area. 
𝜌𝜌: is the density of UE (no. of UEs/ km2). 
𝐶𝐶: The overall RRH number in an area under analysis. 
The second event analyzed in this paper is the Idle to an Active (I to A) and Active to Idle (A to I) transition. The idle to an 

active transition process happens as the UE in a inactive status wants to utilize the internet service or the PDN networks and 
vice versa for active to idle transition as shown in Figure 3. Similarly, the signaling load has been caused by the active to idle 
transition and idle to active transition is given as: 

                                                      𝐿𝐿𝐿𝐿𝐴𝐴2𝐿𝐿(𝑛𝑛) = 2. λ𝑛𝑛.𝐿𝐿.𝜌𝜌.𝐴𝐴.𝐶𝐶                                                   (2)   
where: 𝐿𝐿: is the possibility of a UE to create type-n session. 
λ𝑛𝑛: The type-n sessions' middling  access rate for each UE. 
The third procedure is network-triggered service,  if the network has a downlink traffic required to deliver to a UE in the 

idle state, the network-activated service request is executed. The network has no idea where the idle-state UE was located. 
Consequently, the network must first perform the paging procedures in order to notify the new traffic to the UE, the UE is 
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starting the service request process upon reception the paging  signal from the network. At the end of a service request 
procedure, the UE state from Idle to active state is specified. The signaling load has been caused by this event is given as:  

 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛) = �(3 + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶)𝑅𝑅𝑅𝑅 .𝐿𝐿𝐿𝐿 + 2 (1 − 𝐿𝐿𝐿𝐿)�. λ𝑛𝑛. (1 − 𝐿𝐿).𝜌𝜌.𝐴𝐴 .𝐶𝐶                          (3) 
where: 𝑅𝑅𝑅𝑅: is the average amount of paging for each delivery. 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶: CBBU is the number of BBU pools In the region under analysis. 
𝐿𝐿𝐿𝐿: is the possibility of a UE being in inactive mode. 
The possibility that the UE in active mode is (1 − 𝐿𝐿𝐿𝐿) has been demonstrated in the reference document [38]. 
The fourth procedure to analyze is the handover. This procedure shows how a data transmission path can be restored for 

user data traffic so that the data session can be maintained when the UE moves between the base stations. Based on the UE's 
movement, there are two types of handovers: the inner handover (occur between the BBUs inside the pool) and outer handover 
(occur between the BBU pools). From Figure 4 it can be noted that there are 3 messages are traded, therefore the signaling load 
has been caused by the inner handover is given as follows: 

 

 
Figure 1: Proposed architecture 1 (Partially Distributed Core Network (PDCN)) 

 
Figure 2: Procedure for the initial attachment in PDCN architecture 
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(a)                                                                         (b) 

Figure 3: a. Procedure for the active to idle transition -b. Procedure for the idle to active transition 

                                        𝐿𝐿𝐿𝐿𝐿𝐿𝑛𝑛ℎ(𝑛𝑛) = 3.𝑅𝑅𝑅𝑅. (1 − 𝐿𝐿𝐿𝐿).𝐶𝐶                                                  (4)  
where: 𝑅𝑅𝑅𝑅: is the crossover rate from a closed area of a group of UEs (𝑅𝑅𝑅𝑅 = (𝜌𝜌 𝐿𝐿 𝑉𝑉)/𝜋𝜋)  [38]. 
Likewise and as shown in Figure 5, the signaling load has been caused by the outer handover is given as follows: 

𝐿𝐿𝐿𝐿𝑃𝑃𝐿𝐿𝐿𝐿ℎ(𝑛𝑛) = 8 .𝑅𝑅𝐶𝐶𝐶𝐶𝐶𝐶 (1 − 𝐿𝐿𝐿𝐿).𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶                                     (5) 
The final procedure is Tracking Area Update (TAU). The TAU event occurs if a UE reaches a new tracking area that is not 

included in the database of identifiers for the tracking area assigned by the network. The UE is going to update its current 
monitoring area to the network regardless of whether it's a connected state or an idle. Figure 6 depicts the tracking area update 
procedure for the PDCN architecture. The latest UE location will be updated at the end of this procedure. The maximum 
number of signals handled by BBUC is 8 and the total signal load is as follows: 

         𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛) = 8
√𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

.𝐶𝐶.𝑅𝑅𝑅𝑅                                                                                           (6)  

The total signaling load in the five events  is the sum of the equations (1, 2, 3, 4, 5 and 6). 

2.1 Proposed architecture 2 
The second proposed architecture is similar to the first in terms of the C-RAN architecture and the SDN paradigm. 

However, in this architecture the PGW control plane (PGW-C) was separated and distributed rather than kept central to the 
CN. Figure 7 depicts the FDCN architecture. In this framework, a SGW-C, PGW-C and an MME were achieved as an 
application running on the top of the BBUC. SGW-U and PGW User plane (PGW-U) are not migrated but are kept in the CN 

 

 
Figure 4: Procedure for the inner handover in PDCN architecture 
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Figure 5: Procedure for the outer handover in PDCN architecture 

 
Figure 6: Procedure for the tracking area update in PDCN architecture 

 
Figure 7: Proposed architecture 2 (Fully Distributed Core Network (FDCN)) 
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This section has only highlighted signalling load calculations, as the key functions are already clarified. Depending on 
Figure 8, the signalling load from the initial attachment procedure is calculated by: 

𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛)  =  4 𝐿𝐿𝑃𝑃 𝜌𝜌 𝐴𝐴 𝐶𝐶    (7) 
Similarly, The signaling burden induced by the active to idle and idle to active transition is given as: 

       𝐿𝐿𝐿𝐿𝐴𝐴2𝐿𝐿(𝑛𝑛)  =  2 𝜆𝜆𝑛𝑛 𝐿𝐿 𝜌𝜌 𝐴𝐴 𝐶𝐶                                   (8) 
In the situation of the service request triggered by the network, in addition to paging messages while UE is in the inactive 

state, a paging case requires 3 messages from the BBUC. Paging is not necessary when the UE in active state and the message 
count will be 2. The signaling load caused by this event is given as: 

  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛) =  ((3 + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) 𝑅𝑅𝑅𝑅 𝐿𝐿𝐿𝐿 + 2 (1 − 𝐿𝐿𝐿𝐿))  𝜆𝜆𝑛𝑛  (1 − 𝐿𝐿)  𝜌𝜌  𝐶𝐶 𝐴𝐴     (9) 
From Figure 9 and Figure 10, the signalling load resulting from the  inner and outer handover procedure is given in 

Equation 4 and 5, respectively. 

   𝐿𝐿𝐿𝐿𝐿𝐿𝑛𝑛ℎ(𝑛𝑛)  =  𝑅𝑅𝑅𝑅 (1 −  𝐿𝐿𝐿𝐿)  𝐶𝐶   (10) 

 𝐿𝐿𝐿𝐿𝑃𝑃𝐿𝐿𝐿𝐿ℎ(𝑛𝑛)  = 5 𝑅𝑅𝐶𝐶𝐶𝐶𝐶𝐶 (1 −  𝐿𝐿𝐿𝐿)  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶       (11) 
Where: 𝑅𝑅𝑅𝑅: is the rate of crossing from a closed region of a set of UEs (𝑅𝑅𝑅𝑅 = (𝜌𝜌 𝐿𝐿 𝑉𝑉)/𝜋𝜋) [38]. 

 
Figure 8: Procedure for the initial attachment in FDCN architecture 

 
Figure 9: Procedure for the inner handover in FDCN architecture 

From Figure 11, the signaling load caused by the TAU event is given as: 

    𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛) = (7/√𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) 𝑅𝑅𝑅𝑅 𝐶𝐶      (12) 
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In conclusion, the total signaling load in the five events  is the sum of the equations (7, 8, 9, 10, 11 and 12). 

3. Results  and  Discussions 
In this section, the numerical outcomes related to the signaling load have been presented for the PDCN, FDCN, traditional 

LTE which was explained in detail in [35, 38], Full Openflow-enabled EPC (OEPC) proposed by V. G. Nguyen etal. [35] in 
2015 and the C-RAN.DMME architecture proposed by I. Al-Samman etal. [36] in 2016. The scenario's default values are 
𝜆𝜆𝑛𝑛 = 0.05, the average session duration of 0.2, 𝑅𝑅𝑅𝑅 = 1.1 number of RRHs, BBUs equal to 500 and 5 respectively and the 
number of users equal to one million. Assuming a uniform hexagonal cell with an overlap factor 𝛾𝛾 equal to 1.2, the requisite 
cell radius to cover the total area is [36]: 

      𝐿𝐿 =  𝛾𝛾 � 2 𝑆𝑆𝑆𝑆
3 √3 𝑐𝑐

                                                                                                       (13) 

In terms of the number of messages exchanged between control entities for each event, Table 1.  shows a comparison 
between the proposed architectures and traditional LTE architecture, in this table, assuming that there is no SGW relocation in 
X2 and S1 handovers. It is obvious that with the exception of TAU, there is far less control messages in the proposed 
architectures than traditional architecture. 

 
Figure 10: Procedure for the outer handover in FDCN architecture 

 
Figure 11: Procedure for the tracking area update in FDCN architecture 
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In the first evaluation, the region's area has been increased and the amount of signaling messages handled by MME and the 
controller are calculated. The total signaling load differences among all previously considered architectures, are shown in 
Figure 12. It is evident to note that the proposed architectures experiences the lowest load level followed by C-RAN.DMM. 
Full OEPC architecture however demonstrates better efficiency than traditional LTE architecture. This is due to the reduction 
in the number of exchanged messages in LTE architecture between MME, PGW and SGW. In Table 2, up to 2.412 *107 
message/hour and 3.0337*107 message/hour of the average signaling load relative to LTE architecture can be reduced with the 
implementation of the PDCN and FDCN architectures respectively. As compared with traditional architecture, C-RAN.D-
MME and Full OEPC reduce 1.2579 *107 message/hour and 0.3346*107 message/hour respectively on average signaling load. 

The changing velocity of the user is another metric to analyze. It is logical that raising the velocity increases the overall 
signaling loads as the handover and the tracking area update will frequently occur irrespective of the architecture implemented. 
As shown in Figure 13, the velocity of the UE varies between 0 and 120 km/h. The figure shows that, followed by C-RAN.D-
MME and the Full OEPC, the proposed architectures results in the least signaling load. Whereas, as shown in Table 2, the 
average signaling load decreased by 1.4554*107 message/hour and 2.2584*107 message/hour in the PDCN and FDCN 
architectures, respectively, relative to the existing LTE architecture. 

For the third case, The impact of the number of users on the overall signaling load in the proposed architecture, 
CRAN.DMME, Full OEPC and traditional architecture have been examined. As shown in Figure 14, when the number of 
network users is increased from 0 to 1000, the signaling load increases directly on the all architectures. Nevertheless,as Table 2 
illustrates, the proposed architectures remains with the lowest signal loads compared to the all architectures. 

Table 1: Number of messages in proposed and traditional LTE architectures 

Network event       Number of messages   

LTE architecture PDCN architecture FDCN architecture 
Initial attachment 10 5 4 
A to I & I to A transition 10 2 2 
Handover 13 11 6 
Tracking area update 3 8 7 

 

 
 

Figure 12: The impact of the area on the 
architectures 

Figure 13: The impact of the UE’s velocity 
on the architectures 

Table 2: Average signaling load in each architecture compared with traditional LTE architecture 

Architecture  Signaling load (messages/hour)  

Area Number of UEs Velocity  

LTE    6.6831*107                   2.0181*104 5.8961*107 
Full OEPC 6.3485*107 1.8921*104 5.5862*107 
CRAN.DMME 5.4252*107 1.6345*104 5.5506*107 
PDCN 4.2711*107 1.2750*104  

4.4407*107 
FDCN  3.6494*107 1.0889*104 3.6377*107 
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Figure 14: The impact of the number of UEs on the architectures 

4. Conclusions 
This research indicates, and based on the results obtained when looking at various network parameters, such as area, 

velocity and user density, it can be argued that the proposed architectures are able to reduce the total signaling load resulting 
from the signaling messages exchanged between the control entities. When using the proposed PDCN and FDCN architectures, 
the average signaling load in the LTE architecture was reduced by 36.1 and 45.4 percent, respectively when considering the 
area size. Moreover, 38.3 and 46.04 percent of the average signaling load have been reduced when analyzing the velocity of 
the UE and the number of UEs respectively using the FDCN structure. In view of the results obtained, the proposed 
architectures are effective in terms of reducing the signaling load, but nevertheless, compared to the PDCN architecture, the 
FDCN architecture is better. 
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