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H I G H L I G H T S   A B S T R A C T  
• This work proposes the Bat algorithm to de-

noise the medical image with different types 
of noise.  

• Use several types of noise such as Gaussian 
noise, salt & pepper noise, speckle noise. 

• Bat algorithm achieved the best results in 
noise removal and enhance medical images. 

• The proposed Bat optimization image de-
noising achieves better RMSE and PSNR 
values than other techniques (Gaussian 
filter, median filter, bilateral filter, and 
wiener filter). 

• Observed the PSNR performance of the 
proposed method (60.6, 55.6, 64.9,63.6) 
Gaussian noise, salt-and-pepper noise, 
speckle noise, and Poisson noise on order. 

 Improve medical image visualization is a critical preliminary step before further 
imagery processing like analyzing texture, extracting features, and segmentation. 
Imagery noises in medical images are frequently occurred as a consequence of 
different artificial processes such as acquisition, sending and receiving, and 
storing & retrieving processes. As a result, the quality of image visualization is 
degraded. Therefore, a de-noise process is important in order to maintain good 
image quality for medical purposes. In this paper, medical image enhancement 
aims to de-noise as much as possible while maintaining detailed features and 
edges. This work employed an optimization algorithm called "Bat" to enhance 
the quality of the medical images and also compare it with other methods such as 
Gaussian filter, median filter, and bilateral and Wiener filter. Obtained image 
quality was evaluated using range of reference metrics, like, peak signal to noise 
ratio (PSNR), mean square error (MSE), structural similarity index measure 
(SSIM), and signal to noise ratio (SNR). Bat algorithm achieved the best PSNR, 
SNR, MSE, SSIM values compared to other filters. Findings presented in this 
research showed that the PSNR performance of the proposed method is (60.6, 
55.6, 64.9, 63.6), MSE is (1.125, 1.43, 2.95, 1.15), Gaussian noise, salt-and-
pepper noise, speckle noise, Poisson noise on order. A R T I C L E  I N F O  
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1. Introduction 
Image processing is a developing field, with novel applications that develop at a fast-growing pace. Digital imagery is a 

computerized-simulated field with expanded applications ranging from the entertainment industry to the space program [1]. 
The fascinating characteristics of such a revolution of information can be referred to as the capability of sending and receiving 
complex data that goes beyond usually written texts. The transmission of visual information in the shape of a digital image 
becomes one of the most important means of communicating in the twenty-first century [2]. Image processing is process 
signals in any form, for which the input represents the image, like video frames or photos, and image processing outputs an 
image or a group of image-related properties or parameters [3, 20]. The objective of this research is de-noising images based 
on the Bat algorithm to increase the visual quality and keep the edge of medical images and build the adaptive model on the 
different types of medical images. The performance of developed algorithms/methods is compared to the current methods 
regarding peak signal-to-noise ratio (PSNR), Mean Square Error (MSE), structural similarity index measure (SSIM), and SNR 
(Signal to Noise Ratio). Effective image de-noising is considered a significant matter. The paper is organized as follows: the 
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second section included a review of the related work with a brief description of noise and Bat optimization algorithm.  Then, 
the work methodology and discuss the results and conclusion were presented in the remaining sections. 

2. Related Work and Background 

2.1 Related work  
De-noising process of medical images was recently investigated under various research strategies. For example [3]  

proposed an algorithm adopted for enhancing a specific original input image in the field of wavelets, and results were verified 
using the values of PSNR. The algorithm is also employed to image contrast equalization that improves the values of PSNR 
and enhances images. In [4], proposed Advanced Adaptive Algorithm to enhance dark medical images. This approach relies 
primarily upon adaptive gamma correction by using Singular Value Decomposition (SVD) and discrete wavelet transform 
(DWT). Dissimilar kinds of non-contrast computed tomography imaging are regarded for evaluating the proposed algorithm's 
performance related to contrast enhancement, which depends upon adaptive gamma correction by using Singular Value 
Decomposition and discrete wavelet transform. In [5] low-contrast effects often degrade satellite image quality. Thus, various 
researches are conducted to treat this type of effect. However, the gap of knowledge of this field of work is still not well 
addressed, no conclusion has been obtained yet, and a range of scientific questions needs to be studied thoroughly. 

Moreover, the original BCETP uses three coefficients to determine a parabolic function. On the other hand, the proposed 
ABCETP functions through calculating an adjusted parabolic function using two real coefficients and an adjusted coefficient. 
In addition, it uses two different techniques for producing results with adequate quality. The proposed technique was checked 
with many actual contrast distortion images, and a comparison is made to different methods of contrast improvement, and the 
evaluation of the result is conducted using two dedicated quality assessment measures. Furthermore, Experimental results 
obtained by performing many comparisons and experiments illustrate the preference of this method, producing better quality 
images and outperforming other comparison methods in many properties.  In [6] a proposed algorithm that can enhance the 
vaginoscopy images' visual quality of bitches via the use of Discrete Cosine Transform (DCT), (DWT), and SVD. The input 
image decomposes in four frequency bands by the use of DWT. The converted image's low-frequency band is converted back 
to high-frequency (HF) discrete cosine transforms coefficients and low-frequency (LF) discrete cosine transforms coefficients 
by using discrete cosine transform. Singular Value Decomposition forms a new LF band. In 2020, [7] proposed a new particle 
swarm optimized texture-based histogram equalization (PSOTHE) technique for enhancing the contrast of brain images of 
Magnetic resonance imaging. 

Generally, the medical image is low - contrast and noise sources can affect it. This can strongly influence the accuracy of 
diagnostic processes. To tackle this problem, the influence of this type of artifact must be eliminated or reduced. Also, it is 
essential to optimize the contrast and reduce the loss of information. A new multi-objective fitness function is suggested for 
obtaining the image having the best balance and enhancement, it contains four dissimilar objective functions like edge, 
entropy, contrast, contents, peak signal to noise ratio, and every equivalent weightage. In [8], introduce a design and 
application of a technique known as Biogeography-based Optimization algorithm with Elite Learning BBO-EL algorithm for 
solving the troubles related to registering multimedia medical imaging. In [9], a novel krill herd-based optimized contrast and 
sharp edge enhancement framework were introduced to optimize the medical image. In this work, KH-RHE frameworks are 
designed to choose the variant and flexible plateau limit automatically according to X-ray images, magnetic resonance 
imaging, mammogram, and computerized tomography, needless to any intervention from a human. The processes of 
redistribution and clipping are combined with general histogram equalization (GHE) for controlling over-enhancement by 
limiting the rate of improvement and increasing dynamic image grayscale separately.  

2.2 Sources of Noise and Mathematical Representation of Noise 
In the processes of acquiring, transmitting, storing, and retrieving, noise image contaminates image signal. In various 

engineering applications, acquisition noise is commonly very low-contrast, and it is insignificant. The main reason is that the 
high quality of the sensors [10].  On the other hand, acquisition noise may play a significant role in specific applications, such 
as biomedical devices, remote sensing, and so on. However, the critical explanation in this method is that the image acquisition 
system is made up of a transmitter tube. AWGN, SPN, and mathematical formula were explained below Gaussian noise 
equally distribute over signal, that is meaning that every pixel in a noisy image represents real pixel values sum and random 
Gaussian distributed noise value can be expressed by equation (1) [11]. 

𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑓𝑓(𝑥𝑥, 𝑦𝑦) + ƞ𝐺𝐺(𝑥𝑥, 𝑦𝑦)       (1) 
 Where ȵ𝐺𝐺𝑎𝑎 Random variable having Gaussian probability distribution with a bell is shaped probability distribution 

function expressed by in equation (2). 
 
𝐹𝐹(𝑔𝑔) =  1

�2𝜋𝜋𝜎𝜎2
 𝑒𝑒−(𝑎𝑎−𝑚𝑚)2/2𝜎𝜎2           (2) 

 
Where g is representing the grayscale, m represents the average or mean of the function, and 𝜎𝜎 represents standard noise 

deviation. 
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2.3 Bat Algorithm  
Bat algorithm is a nature-inspired met heuristic algorithm that is widely used to solve real-world optimization problems 

[12]. This algorithm was principally developed based on Bats' echolocation in searching food presented by Xin-She Yang [13] 
[14]. Naturally, Bats can employ the advanced sense features they have in terms of hearing and remote sensing. Bat can locate 
objects with sound rather than light. Bats use echolocation to find food and avoid flying into trees in the dark. Echolocation 
comprises making a sound and determining what objects are nearby based on its echoes.[15][16]. There are three rules for 
implementing the Bat: Firstly, all Bats use echolocation to measure the distance to the specific point. Secondly, bats fly 
randomly with a fixed frequency towards the specified location with a specific velocity. However, the loudness and 
wavelength can vary [17]. Thus, Bats automatically adjust their wavelengths according to their target. Thirdly, the author 
considered that loudness is varied from maximum to minimum rather than any other way, as shown in equation (3), equation 
(4), equation (5), and equation (6)[18][19]. 

𝒇𝒇(𝒙𝒙) = ∑ [100(𝑥𝑥𝑖𝑖+1 −  𝑥𝑥𝑖𝑖
2 )2  + (𝑥𝑥𝑖𝑖 − 1 )2]𝑗𝑗−1

𝑖𝑖=1                                                                                           (3)  

 

ft = fmin + (fmax − fmin) × β                                                                          (4) 
 

vi (t + 1) = vi(t) + (xi(t) − xGbest) ft                                                                         (5) 
 

xi (t + 1) = xi(t) + vi(t) 
 

                                                                        (6) 
 

 

Where β ∈ [0, 1] is a random vector drawn from a uniform distribution, f denotes the frequency of each Bat, xGbest here is 
the current global best solution (location), vi represent the velocity, xi represents the practical, by using equation (5) and 
equation (6), it was possible to calculate the position and velocity updates of ith Bat. The wavelength and loudness A vary 
based on the volume and position of the prey. By using particular initial random values, xi and vi were initialized and the 
particle's positional coordinates are used to calculate fitness function f as input values. The optimal value of fitness existing in 
the whole bats is referred to as xGbestbat. A positive value is considered the difference between xi(t) and xGbestbat, meaning xGbestbat 
Bat possesses more features than ith Bat. This difference is summed up with the previous velocity for accelerating ith Bat 
motion towards the xGbestbat  [18][20][21][22]. 

3. Methodology of System and Database 
The number dataset in the medical image used in this work for a deferent type such as MRI, CT, X-ray, ultrasound image 

in a different format ('.jpg', '.png', '.bmp')[23,24]. This work applied the Bat algorithm as de-noising of a medical image on the 
different types of noise and compared the proposed algorithm with median filter, Gaussian filter, bilateral filter, wiener filter. 
This work proposed Bat optimization for denies the medical image that achieves by the first step generation the initial 
population by applying the different filter with different properties, then apply then select the global best and local best of 
participation, then update the population according to the Bat algorithm and update the global best and local best enhancement 
image as shown in algorithm one and Figure (1).  

Algorithm (1): De-noising of medical image based on Bat algorithm  
Input: Noisy image 
Output: De-noised image  

-The parameter PSNR is determined as the objective function 
- Initial population by several apply filters with deferent parameter on the input image 
-The parameter of bat f is defined and create zeros velocity of each practical 
-Compute the fitness of each particle according to PSNR performance  
-Determine the best global image and local best of the image where the best image achieve high PSNR value  
- For itr= 1 to max iteration 
For i= 1 to size the particle 
Compute velocity  
                     Velocity{i} = best global image -current image * frequency 
Normalization the velocity{i} value between (-2 and 2) to control the changing of pixel 
 Velocity{i}= (b-a) +(velocity{i}-min(velocity))/(max(velocity)-min(velocity)) +a                       
                      where variable a   quale -2, and variable b   quale 2   
Update the particle 
                              new image = current image + velocity {i} 
 End for 
the compute the fitness of each image  
compute the best local of the new population  
update the best global 
               if the fitness of best global image< fitness of the best local image 
               best global image = best local image 
End for 
-Return the best global image  
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 The flowchart   of Denise of the proposed   method (Bat Algorithm) Figure 1:

4. Simulink Result and Discussion  
In this work, apply number filters and implemented us (MATLAB R2018b) and tested four types of noise: Salt and 

Pepper, Gaussian, Poisson noise, and Speckle noise. The de-noising image uses the Bat optimization, median filter, wiener 
filter, bilateral filter, and Gaussian filter. The work tests several medical digital images for different types such as MRI, CT, X-
ray, ultrasound images in a different format ('.jpg', '.png', '.bmp'). The results of our proposed methods that use the Bat 
optimization algorithm value for image de-noising have been compared with Gaussian filter, wiener filter, bilateral filter, and 
median filter with a different type of noise as shown in Figure 2, Figure 3, Figure 4, Figure 5. 

In Analysis Results our experiment, we evolution the proposed de-noising the medical image based on bat optimization 
and compared with other filters test on the different type of medical image (x-ray, CT, MRI, ultrasound) by calculating the 
performance matrix such as PSNR, SNR, MSE, SSIM as shown in Table I, Table II, Table III, Table IV. 

From Table, I show the power of the proposed technique to de-noising the Gaussian noise from a medical image when 
compared with other technique and the proposed method achieve 60.6 the value of PSNR but the second-best filter (Wiener 
filter) achieves the 26.2 PSNR 
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Table 1: The performance measures of the proposed method and compare with other techniques for 
Gaussian noise removal 

Filter PSNR SNR MES SSIM 

Gaussfilt 24.27133 14.54475 12.33344 0.416964 

Bilatfilt 23.74722 14.08337 13.5678 0.405142 

Wiener 26.24699 16.43792 11.58258 0.519622 

Bat algorithm (proposed) 60.60919 50.70034 1.1258 0.999248 

Medfilt 26.35195 16.47355 10.31749 0.578153 

Noise image 14.5032 11.74502 27.5289 0.4660 

 
 The X-Ray image enhancement by the proposed Bat algorithm Figure 2:
compare with other techniques when adding gaussian noise 

 
 The MRI medical image enhancement by the proposed Bat algorithm Figure 3:
and compare with other techniques when adding salt and pepper noise 

Table 2: The performance measures of the proposed method and compare with other 
techniques for salt& pepper noise removal 

Filter PSNR SNR MES SSIM 
Gaussfilt 20.86639 11.40983 12. 2064 0.491759 
Bilatfilt 17.259 8.250404 16.254 0.498439 
Wiener 19.28216 9.909887 14.2015 0.454266 
Bat algorithm (proposed) 55.60916 45.72914 1.43606 0.9967 
Medfilt 31.59428 21.71134 3.97919 0.941845 
Noise image 14.7485 10.9870 30.8276 0.4501 
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  The CT medical image enhancement by proposed Bat algorithm Figure 4:
and compare with other technique when adding poisson noise 

 
 The ultrasound medical image enhancement by the proposed Bat Figure 5:

algorithm and compare with other techniques when adding speckle noise 

Table 3: The performance measures of the proposed method and compare with other techniques for 
speckle noise removal 

Filter PSNR SNR MES SSIM 

Gaussfilt 26.52503 16.61562 11.2293 0.794528 

Bilatfilt 25.02349 15.18409 12.447 0.797158 

Wiener 26.78003 16.87542 10.2137 0.841703 

Bat algorithm (proposed) 64.98037 54.96942 2.958578 0.996023 

Medfilt 26.36113 16.29422 11.1503 0.79982 

Noise image 16.7886 12.7212 25.2462 0.5521 

From Table II show the power of the proposed technique to de-noise the salt and pepper noise from a medical image when 
compared with other technique and the proposed method achieves 55.6 the value of PSNR but the second-best filter (median 
filter) achieves the 31.5 PSNR. From Table III show observe the power of the proposed technique to de-noise the speckle noise 
from a medical image when compared with other technique and the proposed method achieves 64.9 the value of PSNR but the 
second-best filter (Wiener filter) achieves the 26.7 PSNR. From Table IV show observe the power of the proposed technique to 
de-noise the Poisson noise from a medical image when compared with other technique and the proposed method achieves 63.6 
the value of PSNR but the second-best filter (bilateral filter) achieves the 33.9 PSNR. 

Table 4: The performance measures of the proposed method and compare with other 
techniques for speckle noise removal 

Filter PSNR SNR MES SSIM 

Gaussfilt 26.52503 16.61562 11.2293 0.794528 

Bilatfilt 25.02349 15.18409 12.447 0.797158 

Wiener 26.78003 16.87542 10.2137 0.841703 

Bat algorithm (proposed) 64.98037 54.96942 2.958578 0.996023 

Medfilt 26.36113 16.29422 11.1503 0.79982 

Noise image 16.7886 12.7212 25.2462 0.5521 
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Table 5: The performance measures of the proposed method and compare with other 
techniques for Poisson noise removal 

Filter PSNR SNR MES SSIM 

Gaussfilt 32.95095 23.09426 12.51218 0.913035 

Bilatfilt 33.90705 24.07395 8.664130 0.941938 

Wiener 33.27822 23.41648 11.02376 0.932075 

Bat algorithm (proposed) 63.69802 53.86443 1.55461 0.999561 

Medfilt 30.72685 20.80185 13.5447 0.90567 
Noise image 19.7432 13.1234 23.2024 0.67642 

5. Conclusions 
    This work proposes the bat algorithm to de-noise the medical image with different types of noise. The proposed method, 

which achieves great results for enhancing the medical image. After that, a comparison is made between the method proposed 
with other enhancement techniques Gaussian filter, median filter, bilateral filter, and wiener filter. Most importantly, the 
proposed Bat optimization image de-noising achieves better RMSE and PSNR values than other techniques. The quality of 
images produced by using the proposed method on the corrupted images with Gaussian noise is compared concerning RMSE 
against the traditional enhancement technique. Based upon the experimental results, this method presents optimum values of 
RMSE for the images that are de-noised. Based upon the result, we observe the PSNR performance of the proposed method 
(60.6, 55.6, 64.9,63.6) Gaussian noise, salt-and-pepper noise, speckle noise, and Poisson noise on order, but the median filter 
achieves PSNR (26.35, 31.59, 26.36, 30.72), but Gaussian filter achieves PSNR(24.27, 20.86, 26.52, 32.95), where the 
bilateral filter achieves PSNR (23.74, 17.25, 25.02,33.90), where the Wiener filter achieves PSNR (26.24, 19.28, 26.78,33.27) 
Gaussian noise, salt & pepper noise, speckle noise On order. 
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