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Abstract:  

in this work we study  the effect of quantization process on the 

reconstructed image in fractal image compression FIC method. This method is 

tested on 8 bits/pixel gray image. The test results conducted on Lena image 

indicated that the quantization increases compression ratio about (65.8%) and 

encoding time about (17.1%) but the decreases of PSNR around (1.73%), The 

quality of the reconstructed image is good  either we use the quantization process or 

not. 
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 إيمان عبد المالك الحلو 

 جامعة الكوفة / كلية التربة للبنات 
 

 كوثر حسن صاحب الخفاجي
     جامعة الكوفة / كلية التربة للبنات 

 الخلاصة 

باسأأمامت   FIC أكيرأأةر تكصأأةرا تكمرأأم فيا غأأا صأأ   تكصأأةر  لأأ عمل أأا تكميمأأ    ع تأأير   درس 

تكنمائج تكيمل أا ن  عمل أا  أربمت ,أف يتبت( غا تلاخمبارتت تكما  8تكصةرا ك نا )وتسماممت ,. تكمقل مياط يقا تك

( وكينهأا %17.1بمقأمتر ) ET( وكألك  غأا نمأل تكمرأ   % 65.8)ربمقأمت CR تكميم   تزيأم غأا برأبا تك أ   

(, وكيأأل علأأ  تكيمأأة  غأأا  فأأةدا تكصأأةرا % 1.73بحأأةتكا )  PSNRتكأأ        كأأ  تنأأاي  غأأا ي مأأا تأأيد  ن

 تكمرم فيا تية  تق يبا ف ما غا تكحاكم ل.

  .أكيرةر ص   تكصةر  عمل ا تكميم   , ص   تكصةر, كلمات مفتاحيه:
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1- Introduction  

         Quantization is the process of 

reducing the number of bits needed to store 

coefficient values by reducing its precision 

(i.e, rounding from float type to integer). 

The quantization process may be performed 

either by using uniform or non uniform 

method. At this research project, the 

uniform quantization was adopted, because 

it can be run faster than the other method.           

         The Iterated function system (IFS) 

coefficients are real values, so in order to 

increase the compression it must be 

quantized before storage. The quality of the 

reconstructed image depends on the 

quantization process. The change of 

numbers from real to integer leads to loss of 

more information. If this information loss is 

big, the quality of the reconstructed image 

will be worse. while, if the lost information 

is small ,the quality of the reconstructed 

image will be better and the compression 

ratio will be little.[Geor06] 

2- Fractal Image coding 

As the compression method, the 

implemented fractal compression Scheme 

consists of two major units ,the first unit is 

the encoding unit and the second one is the 

decoding unit, Each of these two units 

consists of many modules, as shown in 

Figure(1) [Hilo07] 

 

 

Fig (1) Encoding Unit 

 

 

For a range block with pixel values 

(ro,r1,…,rn-1), and the domain block 

(do,d1,…,dn-1) the contractive affine 

approximation is[GeHi11]:   

   

   �̀�𝑖 ≈ 𝑠𝑑𝑖 + 𝑜,..............................................(1) 

Where, �̀�𝑖 is the optimally 

approximated itch pixel value in the range 

block. di is the corresponding pixel value in 

the domain block. The symbols s,o are 

represent the scaling and offset coefficients, 

respectively. 

These parameters (s) and (o) are 

determined by applying the least sum 𝜖2 of 

square errors between (�̀�𝑖)and (𝑟𝑖) 

according to following equation [Fish95]: 

𝜖2 = ∑ (�̀�𝑖 − 𝑟𝑖)
2,𝑛−1

𝑖=0 …………………..(2) 

The minimum of  𝜖2  occurs when: 
𝜕𝜖2

𝜕𝑠
 = 0   and   

𝜕𝜖2

𝜕𝑜
 = 0 ………………...….(3) 

     The straightforward manipulation of the 

above equation leads to: 

Original
Range Pool 
Generation

Domain Pool 
Generation

Matching

IFS
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𝜖2 =
1

𝑛
[∑𝑟𝑖

2

𝑛−1

𝑖=0

+ 𝑠 (𝑠∑𝑑𝑖
2

𝑛−1

𝑖=0

− 2∑ 𝑟𝑖𝑑𝑖

𝑛−1

𝑖=0

+ 2𝑜∑𝑑𝑖

𝑛−1

𝑖=0

)

+ 𝑜 (𝑛𝑜 − 2∑𝑟𝑖

𝑛−1

𝑖=0

)] , ……… . . . (6) 

3. Quantization 

Quantization is the process of 

reducing the number of possible values of a 

quantity, thereby reducing the number of 

bits needed to represent it. Quantization is a 

lossy process and implies in a reduction of 

the color information associated with each 

pixel in the image.[Khal10] 

          The quantization of IFS coefficients 

is done by assigning number of bits for 

both, scale and offset, to store their 

quantization indices. The quantized scale 

and offset values have been computed by 

using the following equations [Geor06]: 

 

𝑄𝑠 =

{
 
 

 
 

 

𝑠𝑀𝑎𝑥
2𝑏𝑠−1 − 1

            𝑖𝑓    𝑠𝑀𝑎𝑥 = −𝑠𝑀𝑖𝑛

𝑠𝑀𝑎𝑥 − 𝑠𝑀𝑖𝑛
2𝑏𝑠 − 1

       𝑖𝑓   𝑠𝑀𝑎𝑥 ≠ −𝑠𝑀𝑖𝑛

… (7) 

 

𝑖𝑠 = 𝑟𝑜𝑢𝑛𝑑 [
𝑆

𝑄𝑠
] , ………… . . ………… .… (8) 

 

𝑠𝑞 = 𝑖𝑠𝑄𝑠, ………… .………………… . . … . (9) 
 

𝑠𝑀𝑎𝑥 is the highest permissible value of 

scale coefficients , 𝑠𝑀𝑖𝑛 is the lowest 

permissible value of scale coefficients, bs is 

the number of allocated bits to represent the 

 quantization index of the scale coefficients, 

Qs is the quantization step of the scale 

coefficients, is   is  the quantization index of 

the scale coefficients and sq  is the quantized 

value of the scale coefficients. 

𝑄𝑜 =

{
 
 

 
 

 

𝑂𝑀𝑎𝑥
2𝑏𝑜−1 − 1

           𝑖𝑓    𝑜𝑀𝑎𝑥 = −𝑜𝑀𝑖𝑛

𝑂𝑀𝑎𝑥 − 𝑂𝑀𝑖𝑛
2𝑏𝑜 − 1

       𝑖𝑓   𝑜𝑀𝑎𝑥 ≠ −𝑜𝑀𝑖𝑛

. . , (10) 

 

𝑖𝑜 = 𝑟𝑜𝑢𝑛𝑑 [
𝑂

𝑄𝑜
] , ………………… .…… . . (11) 

 

𝑜𝑞 = 𝑖𝑜𝑄𝑜, …………………………… . . (12) 
 

oMax is the highest permissible value of 

offset coefficients, 𝑜𝑀𝑖𝑛 is the lowest 

permissible value of offset coefficients, 𝑏𝑜  

is the number of allocated bits to represent 

the quantization  index of the offset 

coefficients, 𝑄𝑜  is the quantization step of 

the offset coefficients , 𝑖𝑜 is the 

quantization index of the offset coefficients 

and  𝑜𝑞  is the quantized value of the offset 

coefficients. 

  

 The quantized values of scale (s) and 

offset (o) parameters should be used to 

calculate the sum of square error 𝜖2 by 

using equation (6). 

 After the computation of the IFS 

parameters and the sum of error  𝜖2 for 

any matching instance between the 

range and each domain block listed in 

the domain pool, then the value of  𝜖2 

is compared with the minimum 

registered error (𝜖𝑚𝑖𝑛
2 ): 

If   𝜖2 < (𝜖𝑚𝑖𝑛
2 )  then 

sOpt is 𝜖2 =𝜖𝑚𝑖𝑛
2;   oOpt io ;    

End if 

 

4. Encoding Unit 
 

The implementation encoding method 

could be summarized by the following 

steps: 

A. Load BMP image and put it in (2D 

arrays). 

B. Establish the range image (array). 

C. Down sample the range image to 

produce the domain array. 

20 
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D. Great range and domain pool by 

partitioning:           

(1) The range array must be partitioned 

into non-overlapping fixed blocks, to 

generate the range blocks (r1,….,rn). 

(2) The domain must be partitioned into 

overlapping blocks, using specific step 

size, to generate the domain blocks 

(d1,…,dn). They should have the same 

size of range blocks. 

(3)  

E. Searching: For each range block do the 

following: 

(1) Pick up a domain block from the 

domain pool. 

(2) Perform one of the isometric mappings. 

(3) Calculate the scale (s) and offset (o) 

coefficient using equations (4,5). 

(4) Apply the following condition to bound 

the value of (s) and offset (o) 

coefficient: 

    If   s< smin then s=smin  

   Else if  s >smax  then s=smax 

    If   o< omin then o=omin  

   Else if  o >omax  then o=omax  

(5) Quantize the value (s) and offset (o) . 

(6)  Compute the approximation error 

(𝜖𝑚𝑖𝑛
2 ) using equation (6). 

(7) After the computation of IFS code and 

the sum of error (𝜖2) of the matching 

between the range and the tested domain 

block., the (𝜖2) is compared with 

registered minimum error (𝜖𝑚𝑖𝑛
2 ); such 

that: 

If   𝜖2 < (𝜖𝑚𝑖𝑛
2 )  then 

sOpt is  ;   oOpt io  ;   𝜖𝑚𝑖𝑛
2 = 𝜖2 

PosI=domain block index 

                 Iso=isometric index  

 

End if 

 

(8) If  𝜖𝑚𝑖𝑛
2  <  then the search across the 

domain blocks is stopped, and the 

registered domain block is considered 

as the best matched block.  

(9)  Repeat steps (4) to (10) for all 

isometric states of the tested domain 

block. 

(10) Repeat steps (3) to (11) for all the 

domain blocks listed in the domain 

pool. 

(11)  The output is the set of IFS parameters 

 IsoposIiiei os ,,,.,. which should 

be registered as a set of fractal coding 

parameters for the tested range block.  

(12) Repeat steps (1) to (12) for all range 

blocks listed in the range pool 

(13) Store all IFS mapping parameters as an 

array of record. The length of this array 

is equal to the number of range blocks 

in the range pool. 

 

 

5. Decoding Unit 

This unit consists of two modules, as 

shown in Figure (2) [Hilo07] 

 
Fig (2) Decoding Unit 

  

The decoding process can be 

summarized by the following steps: 

1. Generate arbitrary domain pool, the 

domain pool could be initialized as a 

IFS code Dequantization

IFS Decoding
Reconstructed 

Image

21 
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blank image or a piece of image 

extracted from any available image. 

2. The values of the indices of (is) and (io) 

for each range block should be mapped 

to reconstruct the quantized values of 

the scale (sq) and offset (oq) 

coefficients.  

3. Choose the number of possible 

iterations, and the threshold value of the 

mean square error (TMSE). At  each 

iteration do the following steps: 

6.Tests Results 

This work is carried out in Visual Basic 

6.0 version on Acer laptop with (2.30GHZ, 

RMA 2 GB) Windows 7. To evaluate the 

performance of the established gray FIC 

system by Zero-Mean method,The 

proposed system has been tested using lena 

image (256x256 pixel, 8bits) as test image. 

This set of tests was conducted to study      

the effect of quantization on the 

reconstructed image. Quantization tests 

include the effect of the ScaleBits and 

OffsetBits on the reconstructed image. In 

this set of tests the values of other coding 

parameters were taken as shown in table(1).    

 The listed results showed that 

quantization increases the compression 

ratio and causing an increase in PSNR. 

Table (2) shows the effects of the ScaleBits 

parameter on the compression performance 

parameters. Figure(3) shows the 

reconstructed images for the cases of using 

and not using quantization. Figures (4-7) 

show the effect of the OffsetBits  parameter 

on BitRate, PSNR,  CR, and CF, 

respectively.  

In these tests the value of compression 

parameters are set in table (1) 

 
Table (1)  The values of all  parameters that 

are fixed in Quantization Tests 

Image Size 256x256 TMSE 0.05 

Min Scale -1.5 Min Offset -255 

Max Scale 3 Max Offset 255 

Step Size 2 Block Size 4x4 

Dom Size 128x128 Error 0.4 

 

 

 

 

a. For each range block determine the 
coordinates (xd,yd), of the best 
matched domain, from the IFS 
parameters (posI), in order to 
extract the domain block (d) from 
the arbitrary domain image. 

b. For each range block, its 
approximation ir   is obtained by 

multiplying the corresponding best 
matched domain block (d) by the 
scale value (sq) and adding to the 
result the offset value (oq), 
according to equation (1). 

c. The generated ir   block is 

transformed (rotated, reflected, or 
both) according to its 
corresponding IFS isometric 
parameter value (Iso). 

d. Put the generated ir  block in its 

position in the decoded image array 
(i.e., range image). 

e. Check whether there is another 
range block, if yes then repeat steps 
(b,c,d) 

f. Down sample the reconstructed 
image (range pool) in order to 
produce the domain pool using the 
averaging sampling. 

g. Calculate the mean square error 
MSE between the reconstructed range 
and the previous reconstructed range 
image. If the MSE is greater than 
TMSE value then the iteration 
continues and the above steps (a-f) 
should repeated; this iteration is 
continued till reaching the attractor 
state (i.e., the newly reconstructed 
range image is very similar to the 
previous reconstructed image). 
Otherwise the iteration continues till 
reaching the predefined maximum 
number of iterations. 
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Table (2) Effects of the Scale Bits parameter on compression performance parameters 
 

Scale Bit 
Offset 

Bit 
Bit Rate MAD MSE RMSE CF PSNR CR 

ET 
(sec) 

3 4 4.13 3.9 41.96 6.48 0.1718 31.9 5.82 92.99 

3 5 4.31 3.53 34.64 5.89 0.1796 32.74 5.57 91.92 

3 6 4.5 3.25 31.75 5.63 0.1875 33.11 5.33 92.11 

3 7 4.69 3.18 30.85 5.55 0.1953 33.24 5.12 92.16 

4 3 4.13 3.38 34.84 5.9 0.1718 32.71 5.81 91.92 

4 4 4.31 3.08 29.79 5.46 0.179 33.39 5.57 91.84 

4 5 4.5 2.92 27.3 5.22 0.1875 33.77 5.33 91.39 

4 6 4.69 2.86 26.45 5.14 0.1953 33.91 5.12 91.42 

4 7 4.88 2.84 26.52 5.15 0.2031 33.89 4.92 91.22 

5 3 4.31 3.15 31.49 5.61 0.1796 33.15 5.57 91.59 

5 4 4.5 2.91 27.66 5.26 0.1875 33.71 5.33 91.16 

5 5 4.69 2.74 24.67 4.97 0.1953 34.2 5.12 90.61 

5 6 4.88 2.66 23.69 4.87 0.2031 34.38 4.92 90.37 

5 7 5.06 2.63 23.35 4.83 0.2109 34.45 4.74 89.95 

6 3 4.5 3.1 31.4 5.6 0.1875 33.16 5.33 91.4 

6 4 4.69 2.83 26.82 5.18 0.1953 33.85 5.12 90.97 

6 5 4.88 2.66 23.7 4.87 0.203 34.38 4.92 90.27 

6 6 5.06 2.53 21.79 4.67 0.2109 34.75 4.74 89.56 

6 7 5.25 2.5 21.54 4.64 0.2187 34.79 4.57 89.26 

7 3 4.69 3.08 31.17 5.58 0.1953 33.19 5.12 91.17 

7 4 4.89 2.82 26.8 5.18 0.2031 33.85 4.92 90.86 

7 5 5.06 2.65 23.73 4.87 0.2109 34.38 4.74 89.98 

7 6 5.25 2.49 21.42 4.63 0.2187 34.82 4.57 88.99 

7 7 5.44 2.42 20.67 4.55 0.2265 34.99 4.41 89.03 

No Quantization 14.81 2.23 18.93 4.35 0.6171 35.36 1.62 74.28 

 

 

 

No quantization Original Image 
With quantization 

Scale Bits = 6  
Offset Bits = 6 

   

PSNR =35.36 

( 8 bits/pixel ) 

PSNR =34.75 

CR =1.62 CR =4.74 

ET =74.28 ET =89.56 

Fig (3) The reconstructed images for the cases of no quantization and quantization  

 

23 



JOURNAL OF KUFA – PHYSICS Vol.7/ No.1 (2015)             Eman A. Al-Hilo     Kawther H. Al-khafaji 
 

81 
 

 
Fig (4) The effect of OffsetBits on BitRate 

 

 
Fig (5) The effect of OffsetBits  on PSNR 

 

 
Fig (6) The effect of OffsetBits  on CR 

 

 
Fig (7) The effect of OffsetBits  on CF 

 

7. Conclusions 

The following remarks summarize 

the noticed behaviour in the above listed 

results:- 

 

1. The case of ScaleBits 6 when OffsetBits  

6 leads to high  PSNR with  appropriate 

CR. 

2. The case of ScaleBits 3  and OffsetBits 

4 leads to high CR= (5.82). 

3. Quantization increases CR and ET but 

decreases PSNR and BitRate.  

4. MAD and MSE are inversely 

proportional to OffsetBits.   

5. PSNR is directly proportional to 

OffsetBits.   

6. CR is inversely proportional to 

OffsetBits.     

7. BitRate is directly proportional to 

OffsetBits.     

8. CF and BitRate increase with the 

increase of OffsetBits  and ScaleBits. 

 

 

8. Reference 

[Geor06] George, L., "IFS Coding for 

Zero-Mean Image Blocks", Iraqi Journal 

of Science, Vol.47, No.1, 2006. 

[Hilo07] Al-Hilo, E.A., ”Speeding-up 

Fractal Colored Image Compression  

using Moments Features ”, PhD Thesis, 

College of Science, AL-Mustansiriyah 

University, Baghdad,2007. 

[GeHi11] George, L.E., Al-Hilo, E. A.,” 

Color FIC by Adaptive Zero-Mean 

Method” International Symposium on 

Computing, Communication, and Control 

(ISCCC 2009) Proc .of CSIT vol.1 ,pp190-

196, IACSIT Press, Singapore,2011. 

[Fish95] Fisher, Y., Fractal Image 

Compression Theory and Application, 

Book, University of California, Institute for 

Nonlinear Science, Springer-Verlay, New 

York, Inc, 1995. 

[Khal10] Khalil, M. I .” Image 

Compression Using New Entropy Coder”,  
International Journal of Computer Theory 

and Engineering, Vol. 2,  No. 1, pp. 39- 

41February, 2010. 

4

4.2

4.4

4.6

4.8

5

5.2

5.4

5.6

5 5.5 6 6.5 7 7.5

B
it

R
at

e

OffsetBit 

3

4

5

6

7

32.5

33

33.5

34

34.5

35

35.5

5 5.5 6 6.5 7 7.5

P
S

N
R

OffsetBit 

3

4

5

6

7

4
4.2
4.4
4.6
4.8

5
5.2
5.4
5.6
5.8

5 5.5 6 6.5 7 7.5

C
R

OffsetBit 

0.15

0.16

0.17

0.18

0.19

0.2

0.21

0.22

0.23

0.24

5 5.5 6 6.5 7 7.5

C
F

OffsetBit 

3

4

5

6

7

24 


