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Abstract

In this article, a hybrid optimization method has been proposed consisting of
Adaptive Genetic Algosithms (AGAs) and Constrained Nonlingar Programming {NLF)
to solve the problems of performance optimization of circular array antenna consisting parallel
center feeding short dipoles elements with two complex nonfinear optimization problems. In
the first problem, the hybrid optimization algorithm is used to reduce the value of
sidetobe level in the circular array radiation pattern by finding the optimal values of
the excitation coefficients of each element in the circutar array. In the second
problem, a synthesis of circular array with different forms of the desired radiation
pattern is considered. Several examples are considered here to verify the validity of
thiz method. Comparisens were made between the results of this method and the
results obtained by (SGA) Standard Genetic Algorithm, and it is clearly ghown that
this method is mare efficient and flexible in solving the problems of performance
optimization of circular array antenna.
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1. Introduction

The circular array antenna, in which
elements are placed n a circular ring, as
shown in JLigure (1), is an amay
configuration of very practical intercsi. Its
geometry facilitates 360 degree scanning,
Its obvious applications are; direction
finding in the HF-VHF-UHF bands, navigation
sysims,  communications, and  military
electronic support systems [1]. With the
development of radar and mobile
communication systems, special shapes of
antenna beams are needed [2}, which
demand more variables such as the general
array layout, the excitation coefiicients to
conirol and form the array paitern. One of
these applicalions is the smart antenna. A
smart antenna array containing M identical
glements that can steer a directional beam
to maximize the signal from desired users,
while nullifying the signals from other
directions [3]. The array geometries that
have been studied to increase the system
capacily by reducing 1he co-channel
interference, and increase the quality by
reducing the fading effects include mainly
uniform linear arrays, uniform rectangular,
and circular arrays. A linear array has
exceltent directivity and it can form the
nammowest main-lobe in a given direction,
but it does not work equally well in all
azimuthal directions. A major disadvantage
of the uniform rectangular array is that an
additional major lobe of the same intensity
appears on the opposite side. Since a
circular array does not have edge elements,
directional petems synthesized with a circular
array can be electronically rotated in the
plane of the array without a significant
change of the beam shape {3].

The problems of the sidelobe level
reduction and the synthesis of circular array
antenna with a specific radiation pattern,
are limited by several constraints, and
considered a5 4 nonfinear optimization problems.
They can be solved by many known
analytical optimization methods, but each
of these methods has developed in response
to a given class of problems, and treats the
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task subject to only one restriction. tn more
complex problem such as synthesis cases in
which it desire to have a radiation patlern
with various main beams and one Of moTe
nulls in (a) piven direction(s)- the classical
methods become inefficient, becavse they
are vulnerable to local-minima-related
difficulties. In these situations, there are o0
many possibilities to find the most fit
solution, Exhaustive checking of all
possible amplitude-phase excitations is very
difficult, because these methods use
deterministic rules, and they search from a
single point. Such methods have many
limitations such as the starting point in the
optimization process should be chosen
carefully, and there are restrictive
requirements of the continuity and the
existence of derivatives. Hence, such
calonlus-based methods must be rgjected,
because they are not robust. The other
heuristic algorithms, such as genetic
algorithms  will be necessary. Genetic
algorithms agre robust and capable of
solving complicated and nonlinear search
problems. They are not limited by
restrictive assurnplions about the search
space.

Geretic algwitiims have meny applications int
general electromagnetic problems [4-7].
The methods of beam paftern synthesis
generally based on controlling the complex
weights {the amplitude and phase). Only the
excitation amplitude, the phase, and the
element position have been extensively
congidered in the literature [8-16). The most
important method is based on controlling
the complex weights. This technique fully
exploits the degrees of freedom for the
solution space. Furthermore, the sidelobe
level (SLL} and the man beam
characteristics can be controlled. Recently,
various versions of the GAs algorithm have
been successfully used in linear and cireular
antenna array synthesis problems [17, 18].
Many of the aflempts on antenns array
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synthesis assumed the elements of the array running 119]. A gimple variant could be the
are represented by isatropic point sensors. following: the mutation rate ©an be

changed gccording o changes in the
However, in practice, the clements of populaton; the longer the population does
aptenna  arrays have finite physical nof improve, the hig]?a? the mutation raté is
dimensions  and specific radiation chosen. Vice versa, 1118 decreased again a3

so0n 85 an improvemetit of the population
oceurs. The size of the population i chosen
to be 100 ndividuals, For the selection

characteristics. Therefore, 10 avaluate
accurately the resulting system performance

of practical  antenna - ATAYS: the  operator, rank selection s used here and by
clcctromagnetic radiation charactetistics of which the popuistion is tnked and every
the elements must be carefully considered. chromoseme recelves fitness from 1he

ranking. Crossovet consists of

— interchanging  the genetic information
hetween  tWe individuals gelected 8t
random. Two types of crossover are used
here: scattered and heuristic crossover j201.
Mutation, on e other hand, produces
changes in the individuals. 1t permits the
incorpmatinn of new individuals, and
avoids the possibility shat all individuals
might become equal. A uniform mutation is
gsed here, Finally, Elitism was added 1o
jmprove Convergence quality since as the

Figure (1): Geometry of o circular array with algorithm is Very randomly, sometimes the
radius R and N elements next generation is not so good as the actual.
Qo elitism compares parents and SONS to

In this papet, 3 hybrid aptimization choose the best ones. In this work, the twa
method consists of the Adapiive Genetic best individual are kept to the next

Algotithms (AGAs and the constrained generation.

nonlinear programming (NLP} is developed

to solve the performance optimization The rest of the Taper is organized as
problems of circular aray antenna follows. Tn the next cection, an overview of
consisting  of center-fed  parallel shott the telationship between the GA and the
dipoles. The dipole is 2 practical radiator circalar  aray 18 introduced.  The

and used in many applications. The dipole combination method between GA and NLP

elements are identical and ariented is provided in Section 3. The problem

perpendiculat 10 the plane of the array- The formulation and the design examples are

hybrid adaptive genetic algorithm (HAGA) demonstrated i sections 4 and 3,

is used to change the excitation coefficients respectively. Finally the conclusion is given

of the dipole clements to reach the in section 6.

minimurm sidelobe level, pull placement

control and alse 10 obtain the desired 2. Genetic Algorithm and

radiation paftetn. Circular Array Representation
A special type of genetic algorithms 18

used in this work whicb is called Adaptive A relationship betweein the GA and the

Genetic Algorithm (AGA). AGAs are G4s circular arra i be found
whose parameters, quch as the crossing over Y mus ound firstly, A ool

probability, of the mutation probability arc adeptive gencile algorithm 15 used heve
varied while the genetic algorithm 13 where the parameters 21e represented b
themscives M e dROIMOSUTR structure without
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arty coding and decoding processes and this will,
of course, save the time and the memory
required 1o solve the problem at hand.

Qince cach element of the circular array
is characterized by its corresponding
complex excitation; hence, each element is
represented by its amplitude and phase as
shown in Table (1). By using this
representation, each element has two genes:
one for the amplitude, and the other for the
phase. Table (2) explains a genetic mode!
for & population of M circular arrays gach
having N elements, where Acp refers to the
amplitude of the element (D) that belongs
to mrray (C) and the symbol Fep refers to
the phase of the (D) element of array (C) .

3. Combination of GAs And
Nonlinear Programming

G4 with a local

optimization algerithm is often referred to

Combining a

as hybrid GA and has a broad use [21]. The
local optimizer attempts {o improve a
solution by moving to a neighboring
solution of smaller residual. Whenever the
neighboring solution is better than the
current sclution, it replaces the current
solution. Genetic algorithms and local
optimizer have complementary strengths
and weakness. GAs are good at finding
promising areas of the search space, but not
so good at fine-tuning within those areas.
Nonlinear programming, on the other hand,
is good at fine-nming but lacks a global
perspective. Practice has shown that a
hybrid algorithm, which combines GAs
with the local optimizer often results in an
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glgorithm that can outperform either one
individually[19]. A Nonlinear Programming
(NLP) is a problem that can be put into the
form [22]:

mips ()

subject to
cifx) =0 ,i€E
cifx) <0, i€l
{1}
where
fiR" > R
X cR”

hiere, f{) is objective function, X s a vector
of w variables, where E and [ are,
respectively, the index set of equality
constraints and inequality constraints, (X}
fi=1... m eE 4} are constraint functions.
Nonlinesr programming method attempts 10
find a constrained minimum of AX) of
several variables starting at an initial
estitate subject (perhaps) to one or mose
other such functions that serve to limit or
define the values of these variables. This is
generally referred 10 as constrained
ponlinear  optimization  OF
programming (NLP).

nonlinear

To create the hybrid algorithm, the
genetic algorithm is run until it terminates
where no improvement of the convergence
value can be achieved or when the
algorithm is executed to the maximal
number of generations. The best solution
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found in the last population is then taken as
the approximate global optimal solution.
Then, nonlinear programming is applied to
the final (the best) individual, In this case,
the nonlinear programeming algorithm starts
with "good" solution found by the GA.
Figure (2) shows the flowchart of the
hybrid adaptive genctic algerithm.

4. Problem Formulation

The tadiation pattern AF(m B¢ of a
uniform cireular array of radius (a) located

at the xy plane is given by [23]:

N Pmt
AFla08F L]I " W{J T“M‘I’n—@}r‘ﬂﬁ
n=
(2}
where

N = number of array elements

a = circle radius

1= wavelength

I, = excitation coefficients of nth clement

@, = (2wN) n = angular position of nth
element on X-y plane

F (8. ¢} = the element pattetn.

When the array main beam is directed in
the (&o, doj. Eq. (2)can be rewrliten as:

- J:V . " . -
AF (B MEI fnw@%mﬁrﬂl%ﬂm%dwﬂ}%ﬂ
(3)

27

For the short dipole antenna, the element
radiation pattern can be expressed as [24]:

F(0.¢4)=sind @)
To obtain the desired radiation patiern
which has a maximum power located in the
main beam direction, while power is
minimized in other directions, the fitness
function is taken to be the maximum SLL
in numerous &-cut plane (Be{0,xf). The
gencral form of the fitness function is then
given by:
£ lar 8, ) R

Jirness =rnaxl

kmaxh{_AIF (6, .8 }”

(3}
where

8. is the elevation cut angle plane
ma|(AF©,.#)| _ \4F(6,.4,)

8. f0, . < g2,

Onp other hand, and in order to obtain a
radiation pattern that it is similar 10 the
desired one, the fitness can be written in the
following form:

ﬁrmss:rma%

AF4(8, #)-AF, (6,9
TR

(6}
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where

AF4 the desired form of the radiation
paltern

AF.: the caleulated radiation pattern

For generating a far-field pattemn with a
desired beam shape and has the ability to
restrain the interference coming from the
special directions, the fitness function is
defined as follow:

AFAE -dF e @ [N 1
= b o :
ﬁam_.«d{ px "c;] ] Jm{ b rmadr@wa,m-hwlj
8 P

(7}

where

Arn Az the weighting coefficients in the
fiiness function.

A" the desired number of nulls.
Nudl: the desired nulls depth.

The choices of the weighting
coefficients values typically influence the
rate of convergence, and they can be
determined empirically by running several
trial cases.

For the design process adopted in this
work, only one dimension secan in azimuth
direction is considered, and the objective
functions are optimized in numerons -cut
equal to 45°.

5. Design Examples

The Hybrid 4G4 (HAGA) presented in
the previous sections is applied to the SZ7
reduction and synthesis of equally spaced
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short dipoles placed on 2 circular ring of
radius equal to one wavelength.

During the simulations, the following
paramneters are suggesied:

* Population size of 4G4 ={00:

* Initial crossover probability: pc = 0.§:

* Initial mutation probability: pm = 9 0

* Maximum number of 474 generations=
J00.

* Maximumm number of SQP iterations
=304,

A) Sidelobes Reduction of circular array
Radiation patiern:

An array of 25 equally spaced short
dipoles placed on a circular ring of radius
equal to one wavelength. The desired S7S
suppression in the regions f0° 40° and
{135°, 360°} is considered here, Figure (4)
depicts the normalized optimal radiation
pattern obtained by using ££4GA. Tt is clear
that the outpul power is maximized in the
desired direction and minimized in the
otier directions. SLL of -4048 is achieved
here. It can also be observed that ali the
sidelobes levels obtained by HAGA arc 18
B lower than that obtained by §GA.

B) Symthesis Optimization of circular
Array Antennag:

Five examples are considered here as
follows:

/) An array with a wide flat- top beam,
which is prefer in the radar applications,
with radiation pattern extending from
¢=150° to ¢=210° with no sidelobes in the
other scanning angles is synthesized. Figure
{5) shows the normalized optimized pattern
obtained by using H4G4. This Figure
reflects the ability of H4Gd as compared
with SG4 in forming the main beam region
and also in controlling the sidelobes levels,

- “ j-;l.u-'l.‘l'.‘" 5_)4._11! ;.1.?.4




ify: The objective of the second design
example is to have an aray ragdiation
pattern  with two flat- top beams one
extending from ¢=i00" o $=130° and the
other from ¢=i80° to @=21F. The
sidelobes should be suppressed in the other
scanning angies. The optimized patiem is
shown in Figure (6) along with the clements
excitation coefficients.

jify, The ability of circular array to avoid
the interference signals by placing nulls in
the direction of interference signals is
adopted in this design example. Four
signals Sp, 82, 53 and Sy are assumed to
arrive the antenna in the same plane in the
direction of 97, 30°, 8o, 2705,
respectively. In this assumption S1 is the
desired signal while Sa S;, & are the
interference signals. Al, A2 in Equation {7)
arc given values of .45, 0.55 in the
optimization process, respectively. Figure
(7) shows the optimized patiern with triple
imposed nulls st 30°, 18t°, and 270°. The
Jevels of the first two nulls are as deep as -
90 JB, and about -77 4B for the third null,
The deeper nuil teve] that can be obtained
by using SGA is only -33 df.

iy It is well known that the bread pulls
are needed when the direction of arrival of
the unwanted interference may vary slightly
with time or may not be known exactly, and
where a comparatively sharp nuil would
require continuous stecring for chtaining a
reasonable value for the signal-to-noise
ratio. Yo  illustrate  the broad-band
interforence suppression capability of the
HAGA, a pattern with a main beam directed
in 90° and having a broad null located at
195" with Agi = 3¢° is formed using a
circular array of 23 short dipole elements.
Figure (8) shows that a rull with 30 degree
width at depth level of - 7045 1s obtained by
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HAGA compared with 16 degree width null
at depth level of -40dB obtained by using
SGA method.

p): In this design example, two broad nulls
around (he main beam located at 357 and
145° can be ohtained by HAGA as shown in
Figure (9). The width of each aull iz equal
o 11 with low level of -50 dB. Five degree
wide at -40 4B evel for the first null can be
achieved by using SGA.

6. Conclusion

This paper illustrated the use of the
hybrid  adaptive genetic  algorithm
optimization method n the SLL reduction
and pattern synthesis of circular conformal
array antenna for the purpose of suppressed
sidelobe in certain regions and nuil
placement in prescribed  directions and
shaping the main beam region. The hybrid
genetic algorithm was suceessfully used to
optimize the excitation coefficients of short
dipoles center fed antennas to realize the
array pattern with desived sidelobe level
down to -40 4B. A wide null of 30 degres
was successively imposed in the desired
direction of the radiation pattern. A
radiation pattern with wide flat main with
width of 60 degrec beam is achieved also in
this work. The obtained results cxplain the
ability of the hybrd algorithm by
hybridizing the 4GA with NLP compared
with SG4.




o

Figure [2); Flowchart of the hybrid adaptive genetic algorithm.,
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Figure {3): Geometry for u gircuiar array anlenna

Tabie 1: The relationship between elements of GAs and circular arrays

Genetic Parameter Circular Array Antenna
Gene Amplitude, Phase
Chromosome Onc element of array
Individual One array

Population Several arrays

Table 2; A genetic model for a population of M circular array with N elements gach.

Flement 3 Element 2 Element i Fitness
Gengy Genez Genez Geney GenejzN.1y | Genegn,
ﬁrra_ﬂ A“ P‘u {‘i]: Pu_ -k A I_N. PIN 0.334
Aryay: An Pn Az Py rrane AN Pay 1,521
—Array" Ann FM’. Apz sz f— AMN Ph'IN 4.002
|
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