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Abstract

Interest in neural networks as an aiternative to the conventiongl algorithmuc
techniques has grown rapidly in recent years, Noise removal or noise suppression is an
important task in image processing. In general, the results of the noise removal have a
strong influence on the quality of the following image processing techniques. In this
paper, two feed forward NN schemes have been presented for impulsive noise removal.
The computation is reduced by using an artificial image in training. Results of NN
schemes show high performance especially when the ratic of impulsive noise in tesiing
are the same or greaier than that of truining image, The presented schemes are used for
grayscale and also for trugcolor,
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1. Introduction

Sometimes, the images that we
are using are corrupted by impulsive
noise. This noise may be due camera
imperfections (saturation] or to &
noisy transmission channel {11.

Noise suppression or noise
removal is an important task in
image processing. In general, the
results of the poise remcval have a
strong influence on the quality of the
following image processing
techniques. The ideal noise removal
must preserve the edges and the
detail information into the images [2].

A wide vartety of filtering
algorithms have been developed to
detect and remove noise, leaving as
rmuch of possible of the pure image.
These include both temporal filters,
and spatial filters [3]. One of the mosi
common spatial filters is the median
filter which is introduced by Tukey (4]
in the 1970s to be used extensively
for image. moise reduction and
smoothing. The median filter gives
good results when it is applied to low
corrupted images but with highly
corrupted images, it causes image
blurring and edge jitter beside the low
level of effective in removing the
noise.

Neural networks are
increasingly being employed in
various fields, including image
processing,  paftern recognition,
medicine, speech production and
recogniticn, and business, They
constitute an information processing
system  that  share conceptual
structures and characteristics with
biological neural networks [5-6].

A very important feature of
neural networks is their adaptive
nature, where “learning by example”
replaces “prograrmming’ in solving
problems, This feature makes such
computational models very appealing
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in application domains where one
has - little or incomplete -
understanding of the problem to be
solved but where training data is
readily available [7].

A recent work that makes use
of a multi-layer neural network
shows an application in the
classification of muitispectral remote.
sensing data [8]. Another approach to
segment color image based on the
chromaticities of the objects using a
Kchonen network which was able to
discriminate the main chromaticities
of the image, is proposed [9]. Also,
four modular networks — were
constructed to simulate Kuwahara
filter which is used to smooth an
image while preserving the edges.
Their designating is transition from a
fixed, i.e. it is completely hand
designed with every weight set to an
optimal value, to a free type which
consists of only standard feed-
forward modules. These standard
networks having one or two hidden
laversof 1, 2, 3, 4, 5, 10, 25, 50, 100,
050 units each were used. All units
used the double sigmoid transfer
function [10-11}.

This contribution. deals with
noise temoval and presents an
effective filter to remove high ratios of
impulsive noise from grayscale and
truecolor images based on feed
forward neural networks. The NN is
used due to its capability of
generalization with a reduced
number of training examples. This
property allows a traiming that can
use an artificial image instead of real
image and then reduce the training
complexity. This new method gives
good results, both in "Signal to Noise
Ratio" (SNR) and edge preservation,
when applied over images with high
noise ratios.
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The outline of this contribution
is as follows: the median filter will be
discussed in section 2 and a
description of the architecture of the
feed forward NN, the parameters that
must be set in the training process
and the basic steps of learning
algorithm to obtain the best results
will be given in section 3. Section 4
will explain the data sets will be used
in training and testing the proposed
NN schemes and in section 5 the
experiments performed using the
proposed NN  schemes will be
described and compared their results
obtained with those obtained by the
corresponding conventional median
filter. Finally, section & contains
some remarks and conclusions,

2 Median Filter

The median filter is a nonlinear
operator that arranges the pixels in a
local window according to the size of
their intensity values and replaces
the value of the pixel in the result
image by the middle value in this
order [4].

in this contribution, the
median filter will be applied by using
two types of mask (local window);
cross and square (Figure 1). Both
masks are of size NxN where N = 3,
The first will be mentioned it by
Cross Median Filter (CMF) while the
second it will be mentioned hy
Squuare Median Filter (SMF).

(b)
Figure 1: The mask shapes of the median

filter (a. Cross b. Square],

In the ftruecolor image, each
pizel can be described by the base
colors red, green and blue (RGB). By
these color triplets, all color can be
created. Consequently, the color
image is usually represented by
triplet of matrixes RGB. Therefore,
the smoothing filter will be applied on
matrix of each color separately then
combined the three  resulted
grayscale images to get the filtered
truecolor image [12]. The principle is
shown in figure 2.

{nput Cutput
Filter |

R R
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B #— ——/—“ B
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Figure 2: RGB Component Filtering

3. Neural Network

A Neural Network (NN) is a
mathematical model which has a
highly connected structure similar to
brain cells. They consist of a number
of neurons arranged in different
layers {Figure 3), an input layer, an
output layer and cne or more hidden
layers [13-18].

Connections

Input Layer

- ) Outpn L
Hiddzn Layers Hepus Laper

Figure 3: The Architecture of a Typical
Neural Network
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In this work, only three layer
networks were considered since it has
been shown that they have a good
potential to represent linear or notl
linear outputs [15].

Data flow through the network
can be briefly described in few steps:
1. From the input to the hidden

lager: The input layer loads data
from input vector X, and sends them
as output O} to the first hidden
layer. Thus,

0 =X, wi= 1. N (1}

Where, N' is number of neurons in
the input layer.

2. In the hidden layer: Neurons
in the hidden layer receive the
weighted input and transfer it to the
next hidden or to the output layer
using one of the transfer functions.
The weighted input is calculated as
follows:

Ni-l
=3 .00

[B}

=l N’ (2)

Where, I, is the weighted input to
neurcn j in layer b w, is the
connecton weight from neuron i (in
tayer 1) to neuron j and N™ is the
number of neurons in the previous
layer of layer L

The output of neuron jin layer
I as in the formula:

0= f{I}) vi=1..N (3)

3. At the output layer, the

network output is compared to the
-desired (real} output, and the global
error E is determined as:

E=4 3 (0. -bY (4)

[Tl
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Where, ¢, is the output of the
petwork, white D, is desired {real),

and N7 is number of learning
patterns.

4. In the output layer: For cach
neuron, the scaled local error &b is
computed a3 in equation 5.

T oE OB 00 _iy_ p\rlit
=2 =0 Y7 i) .15}

Where f' is the derivative of the
wransfer functien .

5 Back propagation from the
output back to the hidden layers:
The scaled local error and weights
changes are computed for each layer
backwards.

i §f+lﬁr:"1 ‘Fl =L ‘—:I..--2

s=pS (6)
g (’)é and j=1..N'

AT, <78, -0 N
Fy =Wy AWy VI=Lat= LN 8

and § = LN
Where &' is the sceled local error of
peuron j in layer 1 AW} is the
modification value of the connection
weight from neurorn i in layer -1 1o
neuron j, and n is the learning rate.

While W,™ and 7, are the new

and old value of the connection
weight from neuron i in layer -1 to
neuron jin layer i, respectively.

in this work, two of the most
commonly known heuristic
approaches; momentum and variable
learming rate arec used [13, 19
Where, the first one is nsed for biases
while" the second one is used for
weights.

The biases update with
mormentum is calculated as:
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P =blT r b, Jori=1ta2, (13}

for j=ltoN'

Where, 5, is the sealed local error of
bias j in layer 1 and calculated as in
equation 6, ﬂbjw and A, are the

previous and current modification
values of the connection of the bias to

neuron j in layer I While b;”“ and

bjm are the new and old valhues of the

connection of the bias to neuron jin
layer I, respectively.

On the other hand, an adaptive
learning rate will attempt o keep the
learning step size as large as possible

while keeping learning stable. The

learning rate is made responsive 10
the complexity of the local error
surface. An adaptive learning rate
requires Some changes in the
fraining. First, the initial network
output and error are calculated. At
each epoch new weights are
calculated using the current learning
rate, New outputs and errors arc then
calculated, - if the new error exceeds
the old error. by more than a
predefined ratio max_perf inc
(typically 1.04) the new weights are
discarded. In addition, the learning
rate is decreased by muliiplying by
Ir dec. Otherwise the new weights
and the learning rate are kept. If the
new error is less than the old error,
the learning rate is increased by
multiptying by Ir_ine [13, 201

And the weights are updated
using equations 6 - 8, but. this is
done only with the following
conditions.

if (newerror [ old error > 1.04then
Weights are discarded
Ir =ir*ir_dec
else (11)
Undate Weights
if newerror < ofd error
r=lr*lr_inc

Another modification can be
made to improve the convergence
speed of BPA. The Nguyen-Widrow
algorithm is a specific modification
for initialization the weights and
biases of NN [21]

4. Data Sets

Two types of data sets are
considered. The first is the data used
in training phase, while the second is
the data used in testing phase.

The training data types may be
classified into two kinds either image
dependent or image independent
data. In the image independent kind,
the samples of the training data is an
artificial image generated randomly
or formed from the representative
building blocks of a natural image
which are including the flat regions,
varying from bright regions to dark
regions and edge areas that may be
sharp and blurred {Figure 4).

Although, this kind of training
data is not commonly used where it
is somehow difficult to find the
suitable artificial image for the
specific application, the training time
becomes small since the size of the
artificial image is not large.
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Figure 4: The Original Artificial Image

The above artificial image will
be used as training data set for the
proposed NN schemes in this
contribution after corrupted it by
impulsive noise of ratio 20% (Figure
3).

Figure 5: Corrupted Artificial Image with
20% Impulsive Noise

On the other side, the testing
data set inciudes eight images. Four
of them are grayscale irmages and the
other four are truecclor images. The
original copies of them are shown in
Appendix.

5. Experiments & Results

[n this section architecture of
feed forward NN which consists of an
input layer, a hidden layer and an
putput layer was formed. The number
of meurons in the hidden layer is
double of that in the input layer. The
architecture has only one neurcn in
the output layer. The transfer
function used in the hidden layer is
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tangent " function while the sigmoid
functicn is used in the output layer.
. Two schemes of this
architecture will be proposed. The
first scheme has five neurons in the
input layer that represent the noisy
pixel and its four neighbors within a
local window while the second
scheme has nine neurons in the
input layer. The neurons in the input
layer of the second scheme represent
the noisy pixel and its cight
neighbors within a local window.
From now and upward it will be
referred to the first scheme by Cross
Neural {CN) since the five inputs
forms a cross mask. On the other
side, the Sguare Neural (SN} will be
used. to refer to the second scheme
since the nine inputs forms a square
mask. Figure 6 shows the schematic
diagram of the NN architecture.

]

|
II @m = sigeraid
|

] — weeaght

-

Figure 6: Schematic Diagram of the NN
Architecture

5.1 Data Preparing

The patterns of training are
constructed  from  the training
artificial image. The corrupted and
original 8-bit 256 gray value copies
images are converted to a floating
point images, with gray values in the
range [0, 1]. The corrupted image will

e —————————————————
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be surrcunded by white pixels pad initial value of the learning rateé is
(values = 1). Then each pattern which ir = 0.3 while the values of Ir_ire,
contains the input values and the and lr_dec were set o 1.3, and 0.1.
desired output valhae will be formed. The trajning I8 stopped after 5000
By the same way, the pauems of epachs. _

testing are constructed from testing Each of CN & gN schemes will
images but here the corrupted image be trained five times and the learting
will be surrounded by black pixels p_ara.meters are kept the same i all
pad {values = 0). Then egach pattern Ames The final va}ues of
which contains the input values only perfo?malgﬁ rneg.slslre ?bt&‘.'l}""d from
will be formed. Then, the output of NN training and SN five times & 7

listed in table 1 and figure 7 shows
the performance measure charts of
two NN schemes.

scheme of any test image which forms
a sequence of floating point values n
range G, 1] should be converted 10 8-
bit 256 gray values and rearranged as
matrix of size of the test image itself,

5.2 Training

An  improved BPA  uUsSES
momentum o biases, adaptive
jearning rate to weights and Nguyen-
#idrow algorithm 10 initialize the
weights and biases will be used for
training CN & SN schemes,. The

Table 1: Final Performance Measure
EMSE-} of ON and |

- ——— ————
Figure 7: Performance Measure Charts of CN 8 SN Schemes

5.3 Results desired eifect oD the perceived

information content in the signal. In

At the beginning, it is image epnhancement and restoration
important to explain the evaluation the idea is to Process the data to
measurement units the results relied improve {llumination, or to remove
on it. defects like moise O dirt on a film. A
The idea of any kind of signal mechanism for assessing the damage
processing 1s to achieve some kind of done to the observed picture is
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important to evaluate the quality of
the processed output [12}.

A number of simple measures
can be generated to measure the
observed error as follows [12).

The Mean Squared Error (MSE) is

M&E=-ﬁﬁ;iieﬁ.jf (12}

1] j=1

eli, V=3, H-adl, J)vi=1.Nand j=1.M (13}

Where, image is of size NxM, d is the
original image and y is the resulted
image after corrupting or filtering.
Thus the MSE is the mean of the
sguared error values Aacross the
enfire image.

The Signal to Neoise Ratic [SNR) is
another popular cbjective measure
and it has units of Decibels {dB) [2].

Mok
P 2 2,4 T
SR =1010g, '—1;}'515_'_ (14}

This is & ratio between the

signal power, measured as the sum’.
squared intensities in. the original

image d, and the nolse power
measured as the MSE of the error, e.

Each of equations 12 and 14 to
calculate MSE and SNR are rights
only for grayscale images and should
be ecxtended to be available for
truecolor images.
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The mean square error and
signal to noise ratio for truecelor
image denoted by MSE. and SNR. .
respectively are given by:

N M
MSE, = S S iy 08
’ kml 1wl i
] ]1- Mo
i g 2 2, 4 k)
SNR, =10log e s (16)
' e MSE,

e

The set of test images that are
corrupted by five different ratios 10%,
15%, 20%, 25% and 30% of impulsive
noise separately will be filtered by the
different two NN schemes one at each
time. For each noise ratio, the MSE
beside SNR of each eight test images
(four grayscale and four truecolor)
resulted by each NN scheme from the

- five testing times will be calculated

and their average for each image will
be reported together with that of
corresponding median filter and lists
in figures 8, 9, 10, 11, and 12 ~°
respectively. Also, the figures of
grayscale image (Sail) = of 15%
impulsive noise obtained from CN
scheme will be shown together with
that obtained by .the corresponding
median filter (CMF} in“figure 13 and
those of truecolor image (Pepper) of
25% impulsive noise obtained {rom
SN scheme will be shown together
with  that obtained by the
corresponding median filter (SMF) in
figure 14. -
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Figure B: The Average (MSE/SNR) of the Test Images that corrupted by 10% Impulsive
Noise and filtered by different Neural Network Schemes together with the Ordinary
Median Filter.
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Figure 9; The Average {MSE/SNR) of the Test Images that corrupted by 15% Impulsive
Noise and filtered by different Neural Network Schemes together with the Ordinary
Median Filter,
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Figure 10: The Average [MSE TSNR) of the Test Images that corrupted by 30% Impulsive
Noise and filtered by different Neural Network Schemes together with the Ordinary
Median Filter,
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Figure 11: The Average (MSE/SNR) of the Test Images that corrupted by 25% Impulsive
Noise and filtered by different Neural Network Schemes together with the Ordinary
Median Filter.
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Figure 12: The Average (MBE/SNR) of the Test lmages that corrupted by 30% Impulsive
Noise and filtered by different Neural Network Schemes together with the Crdinary
. Median Filter.

Figure 13: The Output of the Sail Image corrupted by 15% Impulsive Noise that obtained
by CN Scheme together with the Output of CMF
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SMF

Figure 14: The Output of the Pepper Image corrupted by 25% Impulsive Noise that
obtained by SN Scheme together with the Output of SMF

6. Conclusions
function approximation which can be
trained based on a set of examples.
Given their general nature, NN would
seem useful tools for  image
processing.

In this paper, two feed forward
NN schemes have been proposed for
impulsive noise removal. The NN
schemes [CN and 8N} are used to
simulate the work of median filter. A
training strategy for NN is presented
that is based on using artificial image
which  reduce the time  of
computation. The artificial image is
formed from significant parts chosen

Basrah loumal for Engineering ScienceMo.2 /2010

to be processed; these significant
parts will exhibit the highest edge-
like and flat region-like
characteristics. As to the noise ratio,
the performance of the two proposed
NN schemes are best when the noise
ratio in testing is the same or greater
than that in training since they give
smallest vajues for MSE when
compared with that of conventional
median filter . For example in the
case of 30% impulsive noise ratio ,
the values of MSE is 0,005 for the
first propased neural network scheme
CN and 0.009 for the second scheme
SN while in the conventional filter the
values are 0.031 for CMF and 0.019
for SMF
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Appendix

g. Pepper ti. Trees

Figure 15: Criginal copies of the Testing Images Set
{a-d): The Grayscale Images.
{e-h): The Truecelor [mages
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