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 The aim of this paper is to apply the boosting technique in different estimation 

methods in MLR model when multicollinearity present. We develop algorithms for 

these regression estimators. Boosting needs to be stopped after a suitable number of 

iterations to avoid over fitting. The computationally efficient AICC criterion is used. 

We illustrate the performance of these estimators using Hoerl and Kennard data, the 

prostate cancer (Tibshirani) data, the prostate cancer data with added  

multicollinearity, and the simulated data.  
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1. Introduction  

Schapire [14] introduced boosting as a common 

method which attempts to boost the precision of any 

learning algorithm. Boosting is one of the most 

successful and useful methods introduced in the last 

eighteen years. The goal of boosting is to improve the 

performance of weak learning algorithms by 

combining them in a certain way. The first algorithm 

of this type was developed by Schapire [14]. The 

second algorithm, developed by Freund [8], it was a 

more efficient boosting algorithm. It was originally 

designed for classification problems, but it can be 

extended to regression. Friedman [9] developed 

boosting methods for regression which are 

implemented for optimization using the RSS function: 

this is what we call L2Boosting. Boosting technique 

can be useful to iteratively fit the current residuals. 

Duffy and Helmbold [6] gave a brief overview of 

boosting and contrasted the classification and 

regression settings. B¨uhlmann and Yu [4] proposed 

an algorithm called L2Boost in linear model. They 

constructed it from the L2 loss function. L2 loss is 

suitable for regression. Therefore, they proposed to 

use L2Boost for a regression problem and not 

necessarily with Multicollinearity. Boosting of an 

estimator means that the estimator is applied 

iteratively to the residuals of the previous iteration. 

Efron et al.[7] proposed LARS algorithm as a 

combination of forward stage-wise linear regression 
 

* Corresponding author at: University Of Anbar-College of 
Education for Pure Science.; 

 ORCID: https://orcid.org/0000-0001-5859-6212 .Mobil:777777 

E-mail address: dean_coll.science@uoanbar.edu.iq 

 

 (FSLR), which seems closely related to L2Boost, and 

the L1penalized Lasso (see [16]). Some results for 

boosting include Jiang [13], and Zhang and Yu [18]. 

Except for Jiang [13] result, these authors consider 

versions of boosting either with L1 loss function 

constraints for the boosting coefficients or, as in 

Zhang and Yu [18], with a version of boosting which 

we found very difficult to use in practice. Zhang and 

Yu [18] generalized this result without too much 

effort to a setting with increasing dimension of the 

predictor variable. B¨uhlmann [3] extended L2Boost 

to the special case of high-dimensional linear models, 

where the number of covariates may exceed the 

sample size. Boosting has been originally developed 

in the machine learning community to improve 

classification procedures [14]. B¨uhl-mann [3] 

developed an algorithm for estimation and variable 

selection in high-dimensional linear models. Tutz and 

Binder [17] applied boosting to ridge regression. They 

introduced a partial boosting algorithm as a 

parsimonious model like Lasso. In this paper, we 

apply boosting technique in different estimation 

methods in MLR model when multicollinearity 

present. We compare these estimators under boosting 
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technique with their same estimators before boosting. 

We find the improvement in these methods by 

boosting. We introduce boosting of Ordinary Ridge 

Regression (ORR) [10], Ordinary Jackknife Ridge 

(OJR) [15], Modified Jackknife Ridge (MJR) [1] and 

(r, k) class [2] estimators by computation method. 

Here we propose a computationally approach for the 

different estimators in boosting, that is, all these 

estimator are used to fit iteratively the current 

residuals yielding an alternative to their usual 

estimators under multicollinearity. We develop 

algorithm for all these regression estimators. Boosting 

needs to be stopped at a suitable number of iterations, 

to avoid over fitting. The computationally efficient 

AICC criterion (see [3]) is used in this paper. We 

illustrate the performance of these estimators by the 

Hoerl and Kennard [11], the prostate cancer data [16], 

the prostate cancer data with multi-collinearity and 

the simulated data. Results of these computations are 

given in Tables (1 - 10). 

2. Boosting of Various Ridge Type Estimators 

We apply the boosting technique to some estimators 

mentioned in this paper. 

 

2.1Boosted Ridge Regression 

Our goal is to assign degrees of freedom for boosting. 

Denote by  

j j

j 2

j

X X
D = (1)

X


the n × n hat-

matrix for the linear least squares fitting operator using 

only the j-th predictor variable,  1 2, , , p

j j j jX X X X


 . Let 

2
x x x  denote the Euclidean norm for a vector x ∈ 

R
n
. The L2Boost hat-matrix, using the step size z, 

0 1z  , equals 

    1 1ˆ , (2)m mw w w

m j j jI I zD I zD I zD      where 

1, ,iw p denotes the comp-onent selected in the 

component-wise least squares at the i-th boosting 

iteration. Using the trace of ηm as degrees of freedom, 

we use a corrected AIC (AICC)(see [3], [12]) to define 

a stopping rule for boosting.  

   
 

  
m2

m

1+ tr η n
ˆAICC m =log σ + , (3)

1- tr η +2 n

    
2

2

1 2

1

1
ˆσ̂ = , , , , . (4)

2

n

i m ni
i

Y Y Y Y Y Y


  An 

estimate for the number of boosting iterations is then 

 
max1

ˆ arg min , (5)
m m

M AICC m
 

 where

 mmaxis a large upper bound for the candidate 

number of boosting iterations. For the MLR model, the 

algorithm for boosted ORR is given below. 

 

2.1.1 Algorithm 1: Boosted ORR 

Step 1. (initialization).  

Given data  , ; 1,2, , ,i iX Y i n  fit ORR model 

yielding ORR estimates: 

   
1

0 0
ˆ ˆ ˆ, , (6)pB k X X kI X Y Y XB k



      where 

 B̂ k is ORR estimated from the original data. Set m = 

0 

Step 2.  Compute residuals 1
ˆ ,i i mY Y     

1,2, ,i n and fit ORR to the current residuals 

yielding the following solution.  

   
1

1
ˆ ˆ . (7)m p i mB k X X kI X Y Y




      The fit is 

denoted by  ˆ ˆ ,ORR

m mY XB k  which is an estimate 

based on the original predictor variables and the 

current residuals. The new estimator is given by 

1
ˆ ˆ ˆ . (8)ORR

m m mY Y Y   

Step 3 (iteration). Increase the iteration index m by 

one and repeat 2 until a stopping iteration M̂  from (5) 
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is achieved. 

 

2.2 Boosted Jackknifed Ridge Regression 

We have described OJR introduced by Singh, et al. 

[15]. We develop an algorithm for boosting OJR and 

compare the result with OJR before boosting. 

Similarly, for the MLR model, the algorithm for 

boosted OJR is described below. 

 

2.2.1 Algorithm 2: Boosted OJR 

Step 1. (initialization). 

Given data  , ; 1,2, , ,i iX Y i n  apply OJR 

yielding OJR estimates: 

      
       

2
-1

p0 k

-1

0 J 0 k

B̂ J = I- X X+kI k

ˆ ˆ× X X X Y, Y =XB J ,

 
 

 

 

 

where 
   0 k

B̂ J is OJR estimated from the original 

data. Set m = 0. 

Step 2.  

Compute residuals 
 1
ˆ ,iJ i m J

Y Y


    

1,2, ,i n and fit OJR to the current residuals 

yielding the following solution.  

     
    

2
-1

pm k

-1

i m-1 J

B̂ J = I- X X+kI k

ˆ× X X X Y -Y . (9)

 
   

 

 

 

The fit is denoted by      OJR

m J m-1 k
ˆ ˆY =XB J ,  which is an 

estimate based on the original predictor variables and 

the current residuals. The new estimator is obtained as 

     1
ˆ ˆ ˆ . (10)OJR

m J m J m J
Y Y Y


   

Step 3 (iteration). Increase the iteration index m by 

one and repeat step 2 until the stopping rule is satisfied 

after M̂  iterations. 

2.3 Boosted Modified Jackknife Ridge Regression  

We have described MOJR estimator introduced by 

Batah, et al. [1] to deal with multicollinearity. We now 

develop an algorithm for boosting MOJR and compare 

its results with MOJR before boosting. We describe 

the algorithm for boosted MOJR below. 

 

2.3.1Algorithm 3: Boosted MOJR 

Step 1. (initialization). 

Given data  , ; 1,2, , ,i iX Y i n  apply MOJR 

yielding MOJR estimates. 

          
       

2
-1 -1

p p0

-1

0 MJ 0

B̂ = I- X X+kI k I- X X+kI k

ˆ ˆ× X X X Y, Y =XB ,

MJ

MJ

k

k

 
  

 

 

where

   0
B̂

MJ
k is OJR estimated from the original data. 

Set m = 0. 

 

Step 2.  

Compute residuals  1
ˆ ,iMJ i m MJ

Y Y


    

1,2, ,i n and fit MJR to the current residuals 

yielding the following solution.  

       
    

2
-1 -1

p pm MJ

-1

i m-1 MJ

B̂ = I- X X+kI k I- X X+kI k

ˆ× X X X Y -Y . (11)

k
              

 

The fit is 

denoted by 
     MJR

m MJ m-1 MJ
ˆ ˆY =XB ,k  which is an estimate 

based on the original predictor variables and the 

current residuals. The new estimator is obtained as 

     1
ˆ ˆ ˆ . (12)MJR

m MJ m MJ m MJ
Y Y Y


   

Step 3 (iteration). Increase the iteration index m by 

one and repeat step 2 until the stopping rule is satisfied 

after M̂  iterations. 

 

2.4 Boosted (r, k) Class Ridge Regression 

We have described (r, k) class estimator introduced by 

Baye and Parker [2] to improve PCR by ridge 

regression to overcome multicollin-earity. We now 

develop an algorithm for boosted (r, k) class ridge 



P- ISSN  1991-8941   E-ISSN 2706-6703           Journal of University of Anbar for Pure Science (JUAPS)     Open Access                                                     

2013,(7), (1 ) :178-186                              

 

818 

regression and compare the results with (r, k) class 

before boosting. We describe the algorithm for 

boosted (r, k) class ridge regression as follows. 

 

2.4.1 Boosted (r, k) Class Ridge Regression 

Step 1. (initialization).  

Given data  , ; 1,2, , ,i iX Y i n  apply the (r, k) 

class model to obtain (r, k) class estimates. 

     

     

-1

0

0 0

B̂ =T T X XT T X Y,

ˆ ˆY =XB ,

r r r r rr

r r

k kI

k

   
where

   0
B̂

r
k is OJR estimated from the original data. Set 

m = 0. 

Step 2.  

Compute residuals 
 1
ˆ ,ir i m r

Y Y


    

1,2, ,i n and fit (r, k) class to the current residuals 

yielding the following solution.  

        -1

im m-1
ˆ ˆB =T T X XT T X Y -Y . (13)r r r r rr r

k kI    The fit 

is denoted by      m m-1
ˆ ˆY =XB ,class

r r
k  which is an estimate 

based on the original predictor variables and the 

current residuals. The new estimator is obtained as 

     1
ˆ ˆ ˆ . (14)class

m r m r m r
Y Y Y


  Step 3 

(iteration). Increase the iteration index m by one and 

repeat step 2 until the stopping rule is satisfied after 

M̂  iterations. 

 

1. 3 Illustrative Examples 

We use the examples from Hoerl and Kennard [11], 

Tibshirani [16], and generate simulated data to 

illustrate the performance of boosting ORR, OJR, 

MOJR and (r, k) class. We also compare these results 

with ORR, OJR, MOJR and (r, k) class before 

boosting. Tables (1 - 10) show the SMSE estimates 

used for different methods mentioned above. 

3.1 Result for HK Data 

We find that the effect of boosting on OJR is better 

than on other estimators. All other estimators are 

comparable. The result of the example HK data (see 

Hoerl and Kennard [11]) is reported in Table (1). 

 

3.2 Result for Prostate Data 

The result for the prostate cancer data (see [16]) is 

reported in Table (2). 

 

3.3 Result for Prostate Data with Multicollinearity 

The result for the prostate cancer data (see [16]) with 

added multicollinearity is reported in Table (3). 

 

3.4 Result of Simulated Data 

An artificial simulated data is generated using R 

programming language (see Dalgaard, 2002). The 

boosted versions of the estimators mentioned above 

are computed for this data. In this data, there are eight 

explanatory variables. The true model is 

Y X    , and explanatory variables are 

generated using  

 
1

2 21 ,

1,2, , ; 1,2, , ,

ij ij ipx w w

i n j p

   

 

 

where i jw are independent standard normal deviates 

and ρ
2
 is the correlation between xij and xij' for 

,j j p and , , 1,2, , .j j j j p    When j or 

j p ,the correlation is  . 

We consider We consider four different values for ρ= 

0.9, 0.99, 0.999 and 0.9999. These variables are then 

standardized, so that X X and X Y are in the 

correlation form. We simulate the data with sample 

size 97n  .  

The variances of the error terms are taken as σ
2
= 

0.0001, 0.01, 1, 25, and 100. The optimal k, given by 
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penalty, is taken as Penalty = 0, 0.01, 0.1, 1, 10, 100, 

and 1000 (see Zou and Hastie, 2005). The results of 

these computations are reported in Tables (4 – 10). 
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Conclusions  

Boosting of ORR, OJR, MJR and (r,k) class estimators 

are used to estimate regression coefficients iteratively 

using residuals, yielding an alternative to usual 

estimators under the problem of multicollinearity. We 

show that these are useful and work better than the 

estimators before boosting by using the SMSE 

criterion. 
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 تطبيق أسموب الدعم لانحدار الحرف
 الغريري  فراس شاكر محمود

ferashaker2001@yahoo.comE.mail:   

 :الخلاصة     

او اسموب الدعم لمختمف طرق التقدير في نموذج الانحدار الخطي المتعدد عند وجود مشكمة التداخل الخطي في ان الهدف من هذا البحث هو تطبيق طريقة 
انات حنا وطورنا خوارزمية لهذه الطرق مع توضيح لاداء كل طريقة وقارنا بينهم باستخدام اسموب المحاكاة وكذلك بعض البيانات العددية مثل بيالنموذج. وقد اقتر 

(Hoerl and Kennard( و بيانات سرطان البروستات )Tibshiraniأسموب الدعم يحتاج الى التوقف لذلك استخدمنا معيار .) AICCبين هذه الطرق  . بعد المقارنة
من نفس الطرق بدون  ، لوحظ ان طرق التقدير قيد الدراسة مع  أسموب الدعم  لها أفضمية واستخداما في العملSMSS) باستخدام معيار مجموع مربعات الخطأ )

 أسموب الدعم.
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