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Design and Analysis of American Sign 

Language Classifier  Based on n-tuple 

Technique 

Abstract- This work consists of three stages: the first stage is the 

collection of data (images) for 26 letters alphabet, which is 1040 images, 

40 for each class (letter). The second stage is the Preprocessing 

(segmentation, filtering, crop, convert to a binary image and feature 

extraction) and the last stage is the classy one. Two filters have been 

used median and wiener2 to treatment two types of noise; the salt and 

pepper and Gaussian noise respectively. The classification has been 

satisfied by using an n-tuple classifier algorithm is 93.8462%, while it is 

93.2692% with salt and pepper noise. In this context, the recognition is 

94.2308% when the median filter is used for salt & Pepper noise, while, 

it is 93.8462% when to use a Wiener2 filter with Gaussian noise. The 

optimal tuple size is 4, and suitable training pattern is 40 per each class. 
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1. Introduction 

Hand gesture technique is a method of 

communication between people and hearing 

impaired people (deaf). In this context, it is useful 

for communicating with them fluently. Finding an 

experienced and qualified interpreters every time is 

a tough task. Moreover, people who are not deaf, 

never try to learn the sign language for interacting 

with the deaf people, then, deaf people will be 

isolated. But if the computer can be programmed 

in such a way that it can translate sign language 

into text format, the difference between the 

ordinary people and the deaf community can be 

minimized [1]. Now, an overview of the other 

authors works done in this area, where, the first 

proposed gesture recognition between human and 

computer in the middle of seventies [2]. While the 

recognized of static hand gestures against complex 

background has been done by support Vector 

recognition system in [3]. [4] was using a 

McConnel’s idea of orientation histograms for 

recognizing static hand gestures of ASL. [5] has 

been used an Adaptive Neuro-Fuzzy Inference 

system (ANFIS) models, for the recognition of a 

given gesture. [6] Was developed a recognition 

system, which depends on shape analysis. This 

system uses modified Fourier descriptors for the 

recognition of hand shapes. In [7], the hand 

gestures recognition which is based on an 

innovative self growing and self-organized neural 

gas (SONG) network has been proposed. The 

features extraction from hand gesture image and 

then combine them by using an induction graph 

has been presented by [8]. [9] was presented an 

ASL by using artificial neural networks (ANNs) 

Back Propagation (PB), after a required 

preprocessing the height,  centroid, area and 

distance of the centroid from the origin (top-left 

corner) of the image are used as features. [10] was 

used hand segmentation by a depth disparity 

feature and, a hierarchical mode-seeking method, 

then, Random Forest (RF) classifier is built to 

recognize ASL signs using the joint angles. [11] 

has been used inertial sensors as input devices for 

the gesture sensing or hand motion sensing. In this 

paper, ASL has been presented, where the present 

work based on the three stages: the data collection 

(images), and Preprocessing, which is involved; 

segmentation, filtering, crop, convert to a binary 

image and feature extraction. While classification 

by using n-tuple classifier has been represented the 

last stage. In addition, median and wiener2 filters 

have been used as denoising filters. 

 

2. Proposed System  

The proposed approach consists of three stages, 

which include data (image) acquisition, pre-

processing and classification. It is often so, the 

general architecture of the hand language 

recognition system is shown in Figure 1. 
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Figure 1: Architecture of the proposed system 

 

I. Data (Image) Acquisition 

All the movements in the ASL database are static 

in nature except the two alphabets 'J and 'Z' [12] 

as shown in Figure 2, where, these gestures are 

dynamic which involves the movement of fingers. 

In this work, the image acquisition has been taken 

in real conditions to find the solution for 

problems associated with getting the desired 

images. The image database contains 1040 

images for 26 classes of ASL alphabets, each 

class containing 40 images (pattern) with static 

consideration. These images were captured to 

three different persons and in different lighting 

conditions. The type of these images is (JPEG) 

format with size 4320×3240 and 2160×3240 

pixels, samples of these images are shown in 

Figure 3. 

 

II. Hand Image Pre-processing Stage  

This stage consists of six processes for extraction 

the features to make the classifier work. Figure 4 

shows these processes. 

 

  
Figure 2: Hand language (American Sign Language 

Alphabet) 

 

 
Figure 3: Representation of some ASL alphabet 

 

 
Figure 4: Flowchart of pre-proposed stage 

 

III. Image Segmentation 

The facial and hand colors features (Y     
method) has been used to isolate the hand gesture 

from the background, which is called threshold 

segmentation algorithm. The luminance 

information can be represented by one 

component, Y, while, two components have been 

represented the color information,    and   . 
Where,    and    represent the blue and red color 

components. In this context, the transformation 

from RGB to Y     CS can be done by using the 

equation (1) as shown below [13]: 

 

                           

                                        (1) 

                          

 

While Chai and Nagan algorithm has been used 

for skin representation by finding the value 

ranges of    and    as[12]: 77≤    ≤127 & 

133≤     ≤173, Where, these values for Caucasian 

people skin (white human skin).  

The proposed algorithm of skin color 

classification, as shown in Figure (5), has five 

stages these are:- 

1- Transform the RGB image to Y     CS, as 

shown Figure (6a,b). 

2- Consider the values of    and    as; ( 77≤    

≤127 & 133≤    ≤173). 

3- The Skin Pixel Quantifier counts the pixels 

number with human skin.  

4- The classifying decision on the images 

depends on the percentage of skin content, if it is 

more than 50%, it is considered as an objection, 

as in equation (2) below, while if it is less than 

50%, then the pixel is not considered as a hand 

object: 

Skin percentage%= (skin color pixels/total image 

pixels) ×100.                                                 (2)       

 

 
Figure 5: The proposed segmentation skin color 

system 
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Figure 6: Segmentation of Image (skin color) 

 

After segmentation process, the noise has 

appeared in the form of points in the image due to 

different lighting. Then, to obtain the best image 

(low noise), a median filter has been used, where, 

it is a nonlinear operation often utilized in image 

processing for "salt and pepper" noise reduction, 

and it is more effective than convolution filter. It 

takes a slice [10 10] or [20 20] pixels of an image 

as shown in Figure 7. 

 

IV. Hand Cropping 

The proposed algorithm to crop the hand is based 

on the reading of images columns and rows, 

where, if the column value is zero, continue to 

read the next column and so on to reach the 

column value greater than zero. Where this 

reading has indicated arrival to hand, then 

measure hand dimension and crop the rest of the 

image as shown in figure (8(a,b )) Secondly, read 

the rows from top to bottom image, with the same 

procedure as shown in figure (8(c,d)). It follows 

that the required images size has been reduced to 

[110 × 72]. 

 

 

 
Figure 7: Filtering stage; a) image with noise, b) 

without noise 

 

 
Figure 8: Hand cropping stages 

Then convert RGB to the grayscale image by 

using Luminosity method, where, the method 

flowchart shown in Figure 9. Figure 10 shows the 

operation of this method on the target image.  

To realizing the feature extraction, the image 

must be in binary form. The conversion process 

from grayscale to a binary image form is done by 

replacing all pixels in the grayscale image with 

luminance greater than a certain level (threshold) 

with the value 1 (white) and replaces all other 

pixels with 0 (black). Specify level in the range 

[0,1]; Otsu method has been used for obtaining 

the threshold value. From testing the image level, 

the threshold value of that image is found almost 

equal to the value of (0.4). In this context, this 

value does not give the required binary features 

of the hand image, so the optimal threshold value 

for this work is (0.3) because it gave more 

features to the edges of the hand show Figure 

(13(b,c)). Then, a binary image has been created, 

where, turning all pixels below the threshold to 

zero and the remaining pixels to one. Figure 11 

shows the flow chart of this operation, while, 

Figure 12 shows converting (grayscale to binary) 

images. 

 

 
Figure 9: Flow chart shows the step of converting 

RGB image to grayscale 

 

 
 

Figure 10: Convert RGB to Grayscale image 
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Figure 11: Flow chart shows the step of converting 

grayscale image binary 

(a)Grayscale image                    (b) Binary image 

Figure 12: Converting grayscale to binary image 

 

 
       (a) Thr.=0.3         (b) Thr.=0.4      (c) Thr.=0.5 

Figure 13: Several threshold (Thr.) values 
 

3. Features Extraction 

 The Static hand gestures, features represent the 

fingers direction; fingertips and hands contours, 

which can be extracted. In this work, the hand 

contour is a well-chosen feature to describe the 

hand gestures shape and select the smooth edge to 

this task, as shown in Figure 14. 

                                                   

                

 
 

Figure 14: Canny edge images 

 

4. Classification  

The classification is the last stage of the proposed 

system. Where the operations were performed on 

the hand images are made it ready to 

classification. The dimensions of each image are 

[110 72], in binary form. Then, these images will 

be classified by n-tuple classifier. 

I.  N-tuple Classification 

This method consists of two stages these are:  

A-Training stage 

Figure 15 shows the training and saving the 

image data in the discriminator RAMs. The 

training stage starts, when each discriminator is 

trained on all the patterns of their class, by setting 

the bits access by n-tuple in the discriminator, 

related to that class. 

Four n-tuple size '4, 6, 8 and 10' have been used 

to recognize the same test patterns for different 

training set sizes. It was found that n-tuple size 

"4" gives optimum recognition performance for 

the used pattern classes. This size, in fact, offers a 

good and optimal compromise between 

recognition capability and RAM size, which 

increases rapidly as n-tuple size increases. Thus, 

n-tuple size of "4" will be employed here. The 

mapping used for the construction of the n-tuple 

is random mapping (i.e. the n-tuple elements are 

chosen randomly from the input pattern pixel 

matrix), and it is more likely to detect general 

features.  

 

B- Classification (testing) stage 

The classification (testing) stage is an 

introduction to the patterns of various classes, 

which are considered for testing. All the 

discriminator will be introduced to the patterns, 

and the decision will be taken from the maximum 

response detector, which can detect the higher 

response between the twenty-six discriminations. 

Figure 16 shows classification stage.  

 
Figure 15: Training image in tuple system 
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Figure (16) Classification of image  in tuple system 

 

5. Results   

The goal of this work is to recognize the static 

hand gestures, which represent the ASL by using 

n-tuple method. In effect, there are four important 

factors impact on this recognition; these are; the 

number of a tuple, number of pattern per class, 

number of training images and the effect of the 

noise. 

The various tests for tuple sizes "4, 6, 8, 10" have 

been resulted in a suitable size is "4". Where it is 

appropriate for feature extraction and system 

complexity and then is suitable for classification. 

In this context, the dimensions of the input 

pattern are [110 72] for all characters of 

American Sign Language. While the number of 

images in two phases, training, and testing, is 

1040 pattern (520 patterns for training and 520 

for testing) in all classes.  Therefore, the results 

have been indicated the better performance of the 

system, is 93.8462%, while, the error recognition 

is 6.1538%. Table 1 shows the results of different 

tuple sizes while it indicates the preference of 

tuple 4 for best results by using (1040 pattern for 

all classes). 

Consequently, an experimented was made to test 

the performance of 4-tuple with a different 

amount of training image (5, 10, 15, 20, 30, 40).  

The result as shown in Figure 17 is illustrated that 

the performance is rising with increasing of the 

training images size.   

 

Table 1: Classification using different n-tuple Size 

Classification of particular n-tuple 

Tuple 

size  

4 6 8 10 

Correct% 93.8462 93.6538 93.6538 93.4615 

Error% 6.1538 6.3462 6.3462 6.5385 

 
Figure 17: Results of several numbers of images 

using 4 –tuple 

Now, the noise of salt & pepper has been added 

to find out the effect on the results and for an 

approach to the real environments. The effects of 

the adding noise are by noise density (d). Figure 

(18) illustrates the performance 4-tuple system 

(classification) with noise salt and pepper type 

with different densities. 

 

 
Figure 18: Classification of 4-tuple system with salt 

and pepper noise 

Then, for reducing the effect of this noise, the 

median filter has been used. Table 2 shows the 

over-performance caused by using this filter, 

which has reduced the noise.  

Another type of noise (Gaussian noise) has been 

added with mean=0 and several values of 

variance for experiment its effect on the 4-tuple 

system classifier performance. Figure 19 has 

shown the Collapse of the classifier performance. 

One interpretation of this influence is the use of 

inappropriate filter  

The comparison of two filters; median and wiener 

2, are shown in Table 3. The existing heuristics 

based classification appears the performance of 

filters with the two noise types (Gaussian and Salt 

and Pepper), and it is clear the advances of the 

wiener2 filter at the Gaussian noise. For putting 

the present work in a suitable place, the 

comparison with other work has been done as in 

Table 4. -year; R.M.-Recognition Method; N.O.C -

Number of Class; NO.P -Number of Pattern; R.R- 
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Resonation Rate. From Table 4, the process of 

getting better is caused by using a proper feature 

extraction and classification algorithms. 

 
Table 2: Effecting of used median filter to reduce 

salt and pepper noise 

4-Tuple system median filter &noise salt and pepper 

d Correct% Error% 

0.02 94.0385 5.9615 

0.04 93.0769 6.9231 

0.06 93.0769 6.9231 

0.08 93.6538 6.3462 

0.1 93.4615 6.5385 

 

 

Figure 19: Classification of 4-tuple system when 

adding Gaussian noise 

Table 3: The uses filters in tuple system 

Tuple size is '4' (1040 images) 

Filter type Correct

% 

Error% Correct 

without 

filters% 

Median only [3 3] 94.2308 5.7692 93.8462 

Median filter [3 3] 

with salt and 

pepper noise (0.02) 

94.0385 5.9615 93.2692 

Wiener2 only [3 3] 92.88 7.12 93.8462 

Wiener2 filter [3 3] 

with Gaussian 

filter(0.02) 

91.7308 8.2692 67.5 

 

Table 4: Compared with previous works 

R. R NO. P N. O C. R. M Y Ref. No. 
82.28% 23 26 Artificial neural network (ANN) 2011 14 

90.19% 100 26 real-time hand gesture system 2012 15 

92% 5 10 Support Vector Machine 2013 16 

90% 1 24 a Random Forest (RF) classifier is built to recognize ASL signs using the 

joint angles 

2015 17 

87.5 %. 1 10 hand motion sensing and Dynamic time warping algorithm 2016 11 

94.23% 40 26 Present work used N-tuple method 2016 ourwork 

 

6. Conclusions 

The aim of this work is to classify the static hand 

gestures, which represent the ASL by using n-

tuple method and it is summarized in the 

following: 

1. The optimal tuple size is 4, where the 

recognition of this size is 93.8462%, and when 

the median filter is used the recognition is 

improved to 94.2308%, while the Wiener filter is 

used the recognition decreases to 92.8846%. 

 2. The performance of the system is profoundly 

affected by the size of the training pattern. It is 

improved by increasing the training data. The 

recognition is 69.23% when using 65 training 

images, while the performance is improved to 

93.846 when using 520 training images. 

3. When adding Salt and pepper noise to images, 

the value (d = 0.02) chooses where the value of 

the recognition is 93.2692 and when using the 

median filter type ([3 3]), which has improved the 

discrimination to 94.0385. In addition, when 

adding the Gaussian noise to images the value 

(mean=0 and variance = 0.02) chooses where the 

value of the recognition is 67.5 and when using 

the filter wiener2 type ([3 3]), which has 

improved the discrimination to 91.7308. 

4. From the results, it is clear that the median 

filter is the best for reducing the salt and pepper 

noise while wiener2 filter is suitable with 

Gaussian noise   
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