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Abstract:
This research used both of the Discriminate analysi(DA) and the Artificial Neural Network(ANN) for
differentiation between malignant and benign oral lesions ,that has been dune on a sample of lesions defined
them t?es by the competencies in this field .

The aim is to compaxe the actual medical diagnosis oforal lesions with both: output ofthe DA and ANN.
In the DA part, each of discriminate function ,cut point ,rate of error have been founded ,in ANN a perceptxon
artificial neural network has been used as a successful procedure in classi!,ing the cases of infected and non
infected patients, b adjusted a threshold value, training rate , the network have been trained and could identiS
the disease in two case :Benign (01) and Malignant (01).
The research show a coincidence between medical diagnosis and output ofdiscriminate function which we can
depend on to differentiation between cases and output ofneural network.
Introduction
Differentiate between groups is one of the common favorable oral cancer suvivahates; however, only
procedures because of its abiliry to analyze many 35% oforal cancer is detected atthe earliest stager
practical phenomena and there are several methods Although 25% oforal cancer patients have no known
can be used for this purpose, such as linear and risk factors., but there are dsk factor for Oral cancer
quadratic discriminate functions. Recently, neural which are:
networks is used as a tool to distinguish b€tween . Most oral cancer cases (95%) occur in adults 40
groups. years of age and older; the mean age at diagnosis is
The principle ideas that an individual may belong to 60.
one oftwo groups. We begin by considering how an o Oral cancer occurs twice as often in males
individual can be classified into one of these groups compared to females nationally and in the state of
on tle base of measurement of one characteristic ln Michigan.
this paper the simulation is used to compare neural o Tobacco use has been found to result in
networks and approximately 757o of oral cancers, including cancer
classical method for classifr observations to gfoup ofthe mouth, tongue, lips, and throat.
that is belong to, in case ofsome variables that don't o Alcohol coniumption has been identified as
follow the normal distribution. we use the proportion orimarv risk factor for oral cancer. When combined
ofnumber of misclassification observations to the all with toiacco use, the risk is greatly increased.
observations as a criterion ofcomparison. 

^ . Dietary factors, particularly low consumption of
This paper presents an evaluation and comparison of fruit, and'some types of viral infections also have
the performance oftkee different fearure extraction been imolicated as iisk factors for oral cancer,
methods for classification of normal and abnormal . More recent data has shown that about 25% of
pattems in mammogram. Three different.feature ,out *J ilZ of throut cancers ere caused by
extraction methods used here are inten sity. histogram. iurnun pupitioruuirus (HpV).
GLCM (Grey Level co-occurrence MatrfoJ-d .^ 2- Discriminant ,lnatysis (DA)
intensity based features. A supervised classifier t, ;;;;"i, Discriminant tLalysis (DA) is a very
system based on neural network is used rhe ,r"f;rl ,ooi, first for detecting the variables thatperformance allow the researcher to discriminate between dillbrent
ofthe each feature extraction method is evaluated on groups, and second: for classifing cases into
Digital Database for screening Mammography. iiffeient goups with a better than ch-J" u""u.u"y.
(DDSM) breast cancer database. The experimental DA technlquJs are used to classiry individuals in to
results suggest that GLCM method outperformed the one or morl altemative groups on the base ofasset of
1- oral cancer measurements. :Ihe groups are known to b€ distinct
Oral cancer is a significant public health problem. .lt ,and each individual belongs to one ofthem.
is includes lesions and malignancies ofthe mouth, In DA, we try to find thi combination of variables
tongue, lips, throat, parts ofthe nose, and larynx. The that beit predicts the group to which a n individual
major non-modifiable risk factors associated.with oral belongs. 

-i.tre goup idJntification must be known for
cancer are age, race and gender, while the major each i"ndividuit used in the anal\sis. The combination
modifiable risk factors are tobacco -smoking' of predictor variables is cailed a classification
excessive alcohol consumption, unprotected exposure n naiion, ro,*,*orx2+.....onxn ,and this function
to uhaviolet radiation (i'e',sunlight)., dietary factors. can then be used to classify new cases whose group
and viral infection. Detection oforal lesions at earlier membership is unknown.
stages ofdevelopment is associated with much more 3_ Artificial Neurat Network (ANN)
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An artificial neural is a computational model inspired
in the natual neurons. Natural neurons receive
signals through synapses located on the dendrites or
membrane of the neuron. When the signals received
are strong enough (surpass a certain threshold), the
neuron is activated and emits a signal though ttre
axon. This signal might be sent to another synapse,
and might activate other neurons.
The complexity of real neurons is highly abstracted
when modeling artificial neurons. These basically
consist of inputs (like synapses), which are multiplied
by weights (strength of the respective signals), and
then computed by a mathematical function which
determines the activation of the neuron. Anotler
function (which may b€ the identity) computes the
output of the artificial neuron (sometimes in
dependance of a certain threshold). ANNs combine
artificial neurons in order to process information.
3-l Perceptron learning rule
The perceptron is a single layer neural network whose
weights and biases could be trained to produce a

correct target vector when presented with the
corresponding input vector. The training technique
used is called the perceptronleaming rule.
Perceptrons are especially suited for simple problems
in pattem classification.
Suppose we have a set of leaming samples consisting
ofan input vector x and a desired output d(k). For a
classification task, the d(k) is usually +l or l. The
perceptron-leaming rule is very simple and can be
stated as follows:
I . Stan with random weights for the connections.
2. Select an input yector x liom the set of training
samples.
3. If output yt = d(k) (the perceptron gives an
incorrect response), modif all connections w,
according to: 6w = q(dr - yt)x, ; (q = Ieaming
rate).
4. Go back to step 2. (Mandic, D. and Chambers, J.)
4- Materials & Methods

The Clinical Examination as Ali D. show in his
theses diagnose (/40) were positive by toluidine blue
and (/40) were negative.
The DA model give us the equation below :

L= - 0.115 Xr+1.4991 X:+ 0.0036 X.) 4.262 X4
l.l5 x5 - 10.96 )k

+1.346 Xt 7.99X8-22.412 )le+1.347 Xro
The cutting point between P* and N diagnose is: -
21.3, implying that when L S -21.3 the diagnose

is N and when L > -27.3 the diagnose is P', this

was done with true eror rate (0.0003), which sign to
the power of dicriminat function for recognition
between patient with oral cancer and without.
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We obtain our sample from master thesis submitted
by "Ali D.",lt is consisted of 37 patients having 40
lesions, they were different in sex, age habits,
job,...erc. ,look to Fig (l), fig (2). Each oral lesion
was dealt with l7o toludine blue.
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Fig (2): distributior of patient according to
smoking

Our interest was to the variables which contibute to
disclosure Oral Cancer:

The architecture of the ANN used in this study is a
single layer architecture with I0 input nodes, and 2
output nodes. The number of input nodes are
determined by variables under discuss; and the
number of output nodes are represented as a case
patient (with oral cancer or without)
Perceptron Leaming Rule PLR was used as fiaining
technique on 37 patrons, initial weighting determined
arbitrary, with threshold value(0.75) and leaming rate
(0.02), after the error for training iteration stopped
decreasing, we achieved a NN that we can
independent for recognize oral cancer. Fig (3) show
the architecture ofNN.

0

xr Age patient xr Sex patient
Xr Lesions form x{ Lesions color
x5 Lesions location X6 Lesions duration
x1 Interaction with toluidine blue x8 Incisional biopsy
xe Fine needle aspiration X,u Exfoliative cltology
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Fig (l): disfribution of patieDt according to sex
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To compare between three methods of recognition
CE, DA, ANN we compute Diagnostic Test:
Sensitivity ,Specificity, Accuracy as below, Then the
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Fig (3): The architecture of NN Oral Cancer recognition
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Test

Clinical Examination VS
Discriminant Analysis

Clinical Examination VS
Artifi cial Neural Network

Discriminant Analysis VS
Artifi cial Neural Network

Sensitivity 90 100 83

Specificity 70.4 80 100
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Comparison of computer-assisted brush biopsy
results with follow up biopsy and history, Gen. Dent.,
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