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1.   INTRODUCTION 

The method of identifying people using the distinctive patterns found in the iris the light-sensitive layer located at 
the back of the eye is known as iris biometrics [1]. Security processes in biometric authentication systems are based on 

the uniqueness of the biological traits of individuals. These systems work on comparing the biometric data capture to 
store it in a database. The eyes and their iris are considered biometrics that offer several opportunities for identification 
[2]. The main advantages of iris recognition are iris stability and protectability since it is inside the eye, additionally, it 

is fast for matching and has resistance to false matching. To find the efficient pattern a sequence of processing is 
required and may need an optimization algorithm. The algorithms of optimization minimize or maximize several fitness 
functions relating to several sets, generally, they represent a range of selections insisting on a specific condition. The 

fitness function provides a comparison among various selections to determine which one is the best [3]. Therefore, to 
achieve this goal, recently, different meta-heuristic optimization algorithms were suggested in the literature like a 

genetic algorithm (GA) [4], particle swarm optimization (PSO) [5], ant colony optimization (ACO) [6], Artificial bee 
colony (ABC), honey bee mating optimization (HBMO) [7], Bacterial Foraging (BF) [8], Invasive Weed Optimization 
(IWO) [9], Clonal Selection Algorithm (CSA) [10], Evolutionary Algorithm (EA) [11], Shuffled Frog Leaping 

Algorithm (SFLA) [12].  
Using the iris image to identify people is an important matter, and the process of strengthening this  method, 

improving it, and reducing the time required is an important matter in this paper. Shark Smell Optimization was 

employed to identify important areas in the eye image to be used in identifying people instead of using a complete 
image. The rest of the paper contains related work, an explanation of Shark Smell Optimization, a proposed method, 

experimental test results, and a conclusion.   
 

2.   RELATED WORKS 

• Two different intrusion detection (ID) categorization systems, each with unique use cases, were presented by 
Ogundokun, Roseline Oluwaseun, et al. [13]. The Particle Swarm Optimization (PSO) approach was used to minimize 
the dimensionality prior to using the two classifiers for the classification procedure. The techniques for categorizing 

abnormalities in networks were examined. The two classifiers that are employed are PSO + Decision Tree (PSO+DT) 
and PSO + K-Nearest Neighbor (PSO+KNN). The results of the detection algorithms were verified using the KDD-
CUP 99 dataset.  
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required to fix some input parameters that are selected to control the result, as well as the use of Convex Hall in 
determining the area that surrounds the points designated by the Haugh transform. 
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• The model proposed by Almomani, Omar [14] used wrapper-based methods in conjunction with the GA, PSO, 
GWO, and FFA algorithms for feature selection, and filtering-based methods for the mutual information (MI) of the 

GA, PSO, GWO, and FFA algorithms, which generated 13 sets of rules. The J48 ML classifier, the support vector 
machine (SVM), and the UNSW-NB15 dataset are used to assess the features derived from the proposed model. 

•Rostami et al. [15] proposed a three-step process for feature selection based on a genetic algorithm based on 

community detection: first, feature similarities are computed; second, community detection techniques classify the 
attributes into clusters; and third, a genetic algorithm selects features utilizing a novel community-based repair process. 

The approach looked at the efficacy of the suggested solution in nine benchmark categorization problems. Additionally, 
the authors have compared the efficacy of the recommended approach with the outcomes of four distinct feature 
selection algorithms.   

 

3.   SHARK SMELL OPTIMIZATION (SSO)   
The depth-first search approach, which is based on the shark's remarkable sense of smell, is implemented using the 

meta-heuristic algorithm SSO. The construction of mathematical formalization is based on a number of assumptions 
that underpin the SSO approach. Among these theories is [16]: blood is injected into the water (searching space) when 
the fish is injured. Because blood injection into seawater happens often, the injfish's fish velocity may be disregarded in 

favor of the shark's movement velocity [17]. The following stages provide a concise overview of this procedure: 
 

Initializing 
 

The procedure of searching is started when the shark detects the odor of the injured prey particle. The population 

of the initial solution represents the shark locations. The vector of the start location is given as follows [18]: 

 =  and NP = Population Size … (1) 

       Where Xi  Denotes ith beginning position vector (ith initial candidate solution), the speed of every individual of the 
population is presented by: 

 =   ,i=1..., NP        …. (2) 

Where is jth dimension of the ith shark location or jth decision variable of the ith location of the shark , and ND 
denotes the number of decision variables in the problem of optimization [19]. Nevertheless, the fitness function of the 

pertinent individual can be identified via OF (XNP) and will be kept to every individual after iteration. It is assumed 
that the algorithm is initiated at the zero iteration [20]. 

 

3.1  SHARK MOVEMENT TOWARD THE PREY  

The sharks moving to seek prey is the next stage of initialization. The shark moves in two directions: forward and 

backward. The shark moves in the direction of its prey by using the following formula to determine  its odor [21]: 

=               … (3) 

       Where i = 1, ⋯, NP,  j = 1, ⋯,ND,  m = 1, ⋯, M, ∇(OF) represents the fitness function gradient, is the gradient  

coefficient, M represents the maximum number of stages in the forward shark movement and belongs to the interval (0, 

1], R1 and R2 indicate the constants that are randomly generated, and m is the number of the stages [22]. There is  a 

restriction to the speed of shark that is given as follows: 

      … (4) 

       Where i = 1, ⋯, NP, j = 1, ⋯, ND, m = 1, ⋯, M, The parameter indicates the maximum boundary of the current 

speed regarding the preceding speed. Every constituent of the Is computed in the above Equation. For the 

shark universal seeking, the updated location assessment can be obtained as follows: 

                               … (5) 

       The interval of time to m
th
 stage is identified by  Therefore, the shark's local seeking can be given by: 

 =                             … (6) 

       Where l = 1, ⋯, L, R3 denotes a constant that is generated haphazardly in the interval (−1, +1); and L deno tes the 

number of the points in the local seek of every stage. The optimal point that is searched in the local search and forward  

movement are selected via the shark and modeled in the shark smell optimization algorithm as follows: 

 =orgmax  … (7) 

           i =1, 2, ..., NP.  
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4.   HOUGH TRANSFORMATION FOR CIRCLE DETECTION  

These days, one of the most used techniques for finding circles is the Hough transform approach. More time and 

storage space are needed in the parameter space since the classic Hough transform technique requires three-dimensional 
voting to the radius, center, and circle parameters. The conventional Hough transform approach's basic tenet is outlined 
below [22]. Here is the circle equation: 

           … (8) 
       where r denotes the radius and (a, b) the circle's center.  
       While the (a, b) parameter and r shift to an unknown number, the detected (x, y) coordinates show the amount 

within the parameter space. Therefore, each feature point (x, y) may form a cone in the a-b-r parameter space. Each 
cone in the picture space representing a feature point on a circle should come together at a single point. Finding this 
point indicates that, as shown in Figure (1), the coordinates of (a, b, r) represent the circular center and radius. 

 

 

  

 

 

 

 

 
 

FIGURE 1. - Circle  within parameter space [19] 

  

5.   CONVEX HULL ALGORITHM 

       A very small portion of the set of points are the vertices of the convex hull. Most of the points are located on the 

convex hull. Take away as many spots from outside the convex hull as you can. Convex hulls are often used in several 

fields, Shape Matching being one of them [23]. Computational geometry states that an object is convex in Euclidean 

space if every point on the straight-line segment connecting every pair of points within the object is also inside the 

object.  

 

6.   NORMALIZATION OF IRIS IMAGE  

       The frequency and spatial domains influence the iris image normalizing techniques. Author T. Spencer created a 
shade correction technique inside the space approach in [24], which involves subtracting the backdrop picture from the 

original fund's photos. To estimate the backdrop picture, a large-sized median filter might be used. The author 
Niemeijer has used this technique with color iris photos in [25]. Furthermore, the authors of [26] described how to use 
enhanced statistical techniques for the histogram to normalize and increase contrast.  

 

7.   PROBABLISTIC NEURAL NETWORK (PNN) 

PPN typically consists of four layers: output, competition, hidden, and input. The input layer first provides the 

network with the feature vector and a number of sample features. Secondly, the connection weight connects the hidden 
layer to the input layer. It computes the similarity between the feature input vector and every mode in the training set, 

then feeds that distance into the Gaussian function to produce the output of the hidden layer [27]. In this instance, the 
number of neurons indicates the number of input sample vectors. Third, each class's pattern layer units are joined by the 
competition layer. The quantity of sample categories is indicated by the number of neurons in this layer. The output 

layer finally provides the highest score that may be obtained. 
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FIGURE 2. - Architecture of Probability Neural Network [28] 

 

8.   PROPOSED METHOD  

To increase the accuracy of identification, iris pictures must be used as a biometric during authentication . Light 
may initially be seen striking the iris via the pupil of the eye, a black hole in the middle of the iris. Light beams entering 

the pupil are either immediately absorbed by the tissues within the eye or absorbed after diffuse reflections inside the 
eye, which often miss leaving the small pupil, which is why it seems dark. The human pupil is spherical, despite 

variations in shape. between species. The iris is the aperture stop and the anatomical pupil is the eye's aperture, 
according to optical terminology.  

The entry pupil, which is magnified by the cornea and appears as an image from the outside of the eye, does not 

precisely match the real pupil's size and location. The embryonic pupil's covering, the embryonic pupillary membrane, 
confluences at the collarette, a prominent structure on the inner border. The first step in the localization process is to 
identify the eye region in the input image by using the Haugh transform for circle identification, which finds the pupil. 

This area, as shown in the picture, is regarded as a Region of interest (ROI) that was clipped in order to be handled in 
step (4). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 3. - Proposed method framework 
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 FIGURE 4. - RO I detection using Haugh transform 

The ROI is normalized by transferring it into a rectangle region by applying a certain amount of radius that will 
represent the rectangular region with interpolation of each point that does not depend on the radius, as shown in Figure 
(5). The normalization is represented by transforming the values of the given area of the region in which the shark 

algorithm is executed to determine the best section of the region for extracting features. 
 

Normalization Image # 

   

 1 
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FIGURE 5. - Normalization of RO I 

Several beginning points are used to specify the initial populations. Each value in the histogram is treated as a 
cluster, and the points are obtained if they are larger than a particular threshold (considered as parameters). Each cluster 

is processed, and its center is employed as a fish. The number of points (fish) in which the center is assumed to be a 
shark (the starting point). The process of starting and attaining the objective is depicted in Figure (6), tracking two 

things, the first is termed forward process that depends on neighbor search mask for example (3×3), (5×5) or (7×7).        

Image 3 Image 2 Image 1 
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Each job point is evaluated about two different fish and the best one is chosen. The second factor is the rotation in place 
(or lack thereof), which determines when a new location is established.  

 
Image 3 Image 2 Image 1 # 
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2 {X=95, Y=23} 
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FIGURE 6. - Initial population specification 

 

9.   RESULTS AND DISCUSION   

The proposed method applied to images got it from the CASIA-IrisV3 dataset provides a thorough compilation for 

iris recognition studies. It contains 22,035 near-infrared iris pictures in grayscale from more than 700 people. This 
dataset's diversity and high image quality make it useful for creating and testing iris recognition systems. The proposed 
approach is being evaluated to determine its applicability. As indicated in the graphic, shark behavior is determined by 

a collection of random variables that represent the diversity of optimization solutions in Figures (7). The shark's 
direction is determined by the relationship between the existing points in the neighbor mask and all of the fish in state 

space. The SSO implementation creates a path from the beginning point (shark) to the fish, and this path varies 
depending on the parameters, as illustrated in Figures (8) and Figures (9). 

 

 

 

 

 

 

 

 

 

 

FIGURE 7. - Random Variable in SSO 
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Path of shark algorithm Image  
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FIGURE 8. - The path produced by a shark 
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FIGURE 9. - Different paths in different masks 
After SSO has stopped and found the way, the points  are taken by Convex Hall, which produces an area whose 

attributes are unique from one user to the next. This attribute is picture feature extraction, as seen in Figure (10). 
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The extracted features tested are explained in table (1) of two images for different masks (3×3), (5×5) and (7×7). 
These features are statistical [29] and will be normalized and used for classification.  

 
Table 1. - Feature extraction examples 

# Feature 
Image 1 Image 2 

3*3 5*5 7*7 3*3 5*5 7*7 

1 Rec Area 4761 203.6 3426.43 324 0.101 484.4 

2 Rec Perimeter 77.85 16.102 66.05 20.31 0.35 24.83 

3 Mean 27.058 8.485 25.025 9.9858 12.1971 23.76 

4 Variance 108.92 6.577 47.61 20.63 58.75 59.98 

5 Std 10.436 2.564 6.900 4.542500 7.665 7.745 

6 Skewness 0.0374 0.13395 -0.0008 -9. E-08 0.1138 -0.003 

7 Kurtosis 0.0627 0.2364 0.00024 1.E-09 0.304 0.0015 

8 Equivalent Diameter 77.8581 16.1028 66.0505 20.31082 0.3597 24.831 

9 Solidity 466.5 119.5 595.5 67.5 216.5 207.5 
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FIGURE 10. - properties of feature extraction 
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The retrieved features were evaluated on the Casia data set using a probabilistic neural network fo r version 1, 
version 2, and version 3. (PNN). The classification accuracy was high, as shown in Table 2, and the comparison of 

these data is displayed in Figure (11). 
 

Table 2. - Feature extraction examples 

Type dataset Parameter PNN 
# 

Casia V3.0 Casia V2.0 Casia V1.0 Semi 

96.20 96.537 98.146 0.011 1 

97.92 99.748 99.674 0.223 2 

91.428 97.728 98.757 0.345 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 11. - the comparison of accuracies of Casia versions 

10. Conclusion 

Due to their immutability and uniqueness, iris biometrics are thought to be the most accurate and dependable one 

of the crucial challenges that call for rapid differentiation and excellent identification accuracy. Reducing dimensions 
without sacrificing higher-order precision is desirable. In this paper, a method for extracting the features of an iris 
image as a biometric was proposed using Shar-Smell Optimization. The technique relies on the Haugh transform to 

specify the region of interest of the iris image, the unity of features needed to fix some input parameters chosen to 
control the result, and Convex Hall to determine the area surrounding the points designated by the Haugh transform. 
The route of the shark is used in collecting fish, which are the methods used in the application of the Convex Hull 

Algorithm, and the outcomes of this algorithm rely on the mask used. 
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