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In this paper we going to comparison using Mean Absolute Error 

(MAE), among three nonparametric methods: Nadaraya-Watson (NW), 

B-Splines (BS) and Smoothing Spline (SS) which use to estimate 

quantile functions depending on the model of time-varying coefficient 

under the concept of depth in the bivariate case, to prepare for 

construct a better contours. 

We used simulation study for construct two stages: first stage is to 

construct the simulation models for the three nonparametric methods 

and then comparison among them by using MAE, where the method that 

gives the least MAE is the best method, and the second stage is to plot 

the best method which given the best contour shape. 

Where it was concluded that the BS is the best method because it's given 

a suitable contouring shape and less MAE which equal to 0.048 which 

will be used to plot best bivariate growth charts. 
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Introduction  
They regression analysis, it's a technique which has become widely used and applied in 

many areas of academic and applied sciences such as social sciences, medical researches, biology, 

meteorology, psychology, chemistry and economics. So, depending on the regression, a number of 

researchers have resorted to using the quantile regression models to constructing the growth charts 

in univariate case. So the researcher decided to develop the quantile regression from univariate to 

multivariate used combining the two concepts (time-varying coefficient) and (depth) by construct a 

new model (time-varying coefficient with depth) which depending on a proposed generalization 

equation to find quantile functions, then use nonparametric methods (Nadaraya-Watson (NW), B-

Splines (BS) with nodes (0.5, 1, 1.5, 2 and 2.5) and Smoothing Spline (SS)) to estimate those 

functions and find the best method. But first we have to explain why a model was used the model of 

time-varying coefficient with depth? 

To rank the data points in the high dimension (multidimensional space), it used depth to 

benefit for contours is to provide a reasonable concept of quantile contours, and it was added with 
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that concept the concept of the time-varying coefficient which can transform the linear regression or 

non-linear parametric regression to linear regression since it describes the effect of variables as a 

constant correlation coefficient. Hence the final model used of multivariate quantile regression 

depending on the model of time-varying coefficient with depth. 

In this paper, we applied in the bivariate case in order to obtain the contours and thus obtain 

the bivariate growth charts because the difficulty of generalization and programming as well as for 

compatibility between methods when using nonparametric methods and applied under condition 

dimensional for each of the models. 

 Theoretical and Dynamic side 
First, we have to review the two stratified quantile regression models which will be to 

study[4]: 

The marginal model     ( ) of          , where: 

  (      )    (           )       (1) 

And  

The conditional models    ( ) of        given      , where: 

  (      )    (                  )  (2) 

Then, we write the models as: 

  (      )    (      )  ∑   (      )

 

   

                (3) 

Where  

 ̂  ( )        ∑  (         (         ))

   

               

(4) 

And  

  (      )    (      )    (      )          ∑   (      )

 

   

           (5) 

Where  

 ̂  ( )        ∑  (         (                ))

   

                    (6) 

Then the researcher proposed equation for         can be written as the general model for time-

varying coefficient models as the following: 

  (      )   ∑ (      )        

 

   

   ∑   (      )

 

   

                     (7) 

Where 

   (             ) , and                  that means the marginal model and if     

that means the conditional model, the researcher sought to build a comprehensive equation. Note 

that, the solution of the conditional sequence became more difficult in high dimensions. 

We will used combining the two concepts (time-varying coefficient and depth) to construct a new 

concept (time-varying coefficient with depth) but first we must study the regression case which is 

the second definition of Koenker-Bassett methods when the linear regression is an extension for 

covariates in dimension    , so in this method, pairs will be dealt with which is denoted as 

(     ) where (   )          . 
Let have the random vector of covariates    (        )
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And, let    = (       )
 
    and the marginal quantiles                 where are obtained 

by projecting   which characterized through the   marginal distribution functions on, then 

            (               )
 

                                                       

 

Where it's coordinate wise multivariate quantile. And if studying the empirical case for any 

observed it can be written the empirical marginal distributions    for n as        . 

Note that, this projecting   be on   mutually orthogonal straight lines, where it's distinguished by 

canonical orthonormal basis         direct by many origins. Where to facilitate the process to see 

the projections over all unit vectors where        as previously mentioned, are direct by many 

origins. 

For each direction   it can be got a good quantile      of order    (   ) from the 

univariate distribution of    .  

The directional   quantile hyperplane      where (       )        become as the equation: 

        
   

      
                                                                             (8) 

Then the estimates of   or written as (       
     

  )
 
can be obtained by minimizing the quantile 

regression of the objective function   as: 

(       
     

   )
 
        

(       )        

  [  (    
   
       )] (9) 

And for the empirical distribution the minimizing become as: 

(   
( )    

( )     
( ) )

 

        
(       )        

 ∑  (      
     
       )

 

   

 (10) 

The empirical distribution for the directional   quantile hyperplane      where (       )  

      become as the equation: 

        
( )   

      
( )       

( )                                                       (11) 

 

Estimation by using quantile technique 
We estimate the two quantile function by used three of nonparametric methods: kernel 

regression (Nadaraya-Watson), B-splines and Smoothing splines depending on the concept of time-

varying coefficient with directional Koenker-Bassett quantile regression. Now, it will study the 

estimation of the directional   quantile hyperplane      under the nonparametric case with the 

distribution   of                      , where    = (       )
 
    and    (        )

 , 

which is possible to apply this concept only for       where         , the general model 

is  

  (      )                                                            (12) 

The directional   quantile hyperplane      under location case where (       )       is: 

  (      )       
      

   
                                                  (13) 

The directional   quantile hyperplane      under the nonparametric case where (       )  

     is: 

  (  )       
      

   
      

                                      (14) 

Then, the estimates of   or written as (       
     

  )
 
can be obtained by minimizing the quantile 

regression of the objective function   as: 

(       
     

   )
 
        

(       )        

  [  (    
   
       )] (15) 
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Now, we will write the above equations under the concept of time-varying coefficient with 

directional Koenker-Bassett (depth) quantile regression 

 First method: it will to using Nadaraya-Watson method [5], depending on the concept of 

directional Koenker-Bassett quantile regression we get the following equation [3]: 

 ̂(      )( )        
(       )       

∑  (  ( 
   
       ))  (

   

 
)                 (16) 

 Second method (proposal 1): it will to suggest B-spline in a linear space    of spline 

function on   with a fixed degree and with a Knot sequence  
depending on the concept of time-varying coefficient with directional Koenker-Bassett 

quantile regression as: 

 ̂(      ) ( )        ∑  ∑(  (  ( 
   
       )))

 
 

   

                          (17) 

 Third method (proposal 2): it will to suggest smoothing spline 
depending on the concept of time-varying coefficient with directional Koenker-

Bassett quantile regression [2] as: 

 ̂(      ) ( )        ∑  (  ( 
   
       ))

 
    ‖   ‖ 

 

   

                     (18) 

Simulation study 
We used simulation study in two stages:  

 First stage which represented by a comparison nonparametric methods (Nadaraya-Watson 

(NW), B-Splines (BS) with nodes (0.5, 1, 1.5, 2 and 2.5) and Smoothing Spline (SS)), which 

used to estimation the quantile functions for the models under the concept (time-varying 

coefficient with depth), then we chose the methods which gave least MAE in the different 

sample sizes (10, 30, 50), so it was excluded (NW) see the table below [4]: 

Table 1. Represent the MAE for first stage 

MAE NW (T & directional) BS (T & directional) SS (T & directional) 

Min 

n
Q
    (  )    (  )    (  )    (  )    (  )    (  ) 

10 13.5007416 4.77627179 194.541118 8.08919566 5.59156263 2.96445351 2.96E+00 

30 15.7056731 20.7030898 260.283264 197.869744 3.84958012 5.94649665 3.85E+00 

50 3.12250646 21.0582218 0.28432887 820.911835 0.83553168 8.72855374 2.84E -01 

 Second stage which represented to find the best contour shape from the best methods chosen from 

the first stage which gaves the best quantiles and with the least MAE). 

It was noted that the best method is B-splines (BS) for the time-varying coefficient with 

directional Koenker-Bassett which achieved the lowest MAE, as shown in the table and figures 

below: 
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Table 2: Represent the MAE for first and second stages with degree of quantiles 
 

Model First stage Second stage Figure 

 

 

 

 

A.2.b 

SS 

 

 

 

 

4.84E-01 

 

 

 

 

 

 

 

0.87 

 

 

 

 
Given 

acceptable 

contours 

and good 

MAE. 

 

 

 

 

A.2.b 

BS 

 

 

 

 

0.28432887 

 

 

 

 

0.048 

 

 

Given good 

contours and 

good MAE 

because it's less 

MAE. 

Practical application 
We will be used real data to plotting standard growth charts for children under the age of 

five years from Iraq Multiple Indicator Cluster Survey (MICS-4) 2011 for all governorates of Iraq 

and applied on the model that gave best method chosen in the Simulation study [1, 6]. 

For example: class (0-5 month) was taken as an applied example, see the illustrate figure below: 

 

 

 

 

 

 

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Represent the Analysis bivariate growth charts 
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Conclusion 
in this paper, we discussed the bivariate case by used combining the two concepts (time-

varying coefficient) and (depth) by construct a new model (time-varying coefficient with depth) 

which depending on a proposed generalization equation to find quantile functions, then use 

nonparametric methods (Nadaraya-Watson (NW), B-Splines (BS) with nodes (0.5, 1, 1.5, 2 and 2.5) 

and Smoothing Spline (SS)) to estimate those functions and find the best method. As it was found 

that model B gave less MAE = 0.048, note that we using the nonparametric method (B-spline). 

Then applied real data by using the best model, see the figure 1. 
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 النوو هخططات لبناء كونتورية تقسيوات افضل 
 أ. د. قتيبة نبيل نايف القساز د. هروه خليل ابراهين

marwakhalil.202024@yahoo.com dr.qutaiba@coadec.uobaghdad.edu.iq 

 العراق ،بغداد، ّزارة الحجارة
 بغداد، جاهعة ّالالحصاد، الإدارة كلية الإحصاء، لسن

 العراق بغداد،

 

 هعلوهات البحث
 

 الوستخلص

 تواريخ البحث:
 ذاا خ باايي (MAE)  الوطلااك الاطاا  هحْسااظ باسااحادام همارًااة جٌاااّا الث ااد اجااراء 

 Nadaraya-Watson (NW)، B-Splines (BS)لاهعلويااااة ُّاااا   طاااارق

ّSmoothing Spline (SS)  ّ اعحوااااد ا الحمسااايوية الااادّاا لحمااادير جساااحادم الحااا 

ذٌاااا    حالاااة فااا  العواااك هفِاااْم ظااا  فااا  الْلاااث بوااارّر هحغيااار هعاهااا  ًواااْ ز علااا 

 شك  كًْحْري. أفض  لثٌاء للح ضير ،الوحغير

 ًوااااا ز بٌاااااء ُاااا  الأّلاااا  الورحلااااة: هاااارحلحيي لثٌاااااء الو اكاااااة دراسااااة اسااااحادهٌا

 هحْساااظ  باساااحادام بيٌِاااا فيواااا الومارًاااة ذااان ّهاااي ال هعلوياااة الر ذاااة للطااارق الو اكااااة

 الطريماااة ُااا  MAE ألااا  جعطااا  الحااا  الطريماااة أى حياااد ،MAE الوطلاااك الاطااا 

 شك  كًْحْري. أفض  جعط  طريمة أفض  رسن ُ  الراًية ّالورحلة الأفض ،

 شاااك  جعطااا  لأًِاااا الأفضااا  الطريماااة ُااا  BS طريماااة أى إلااا  الحْصااا  جااان حياااد

 اساااحاداهِا سااايحن ّالحااا  0.0.0 ّالااابي بلغاااث ليوحاااَ MAE  لااا بّ هٌاسااا  كًْحاااْر

 .الوحغير ذٌا ية الٌوْ هاططات أفض  لرسن

    20/2/2024الث د:جمدين جاريخ 

 12/4/2024جاريخ لثْا الث د:

 31/12/2024جاريخ رفع الث د عل  الوْلع: 

 

 

 

 الكلوات الوفتاحية:
 Nadaraya-Watsonالاً دار الحمسيو ؛ 

(NW) ؛B-Splines (BS) Smoothing 

Spline (SS) ؛ الْلث بورّر هحغير هعاه ؛

، شك  كًْحْري العوك؛ هحْسظ الاط  الوطلك

 ّهاططات الٌوْ ذٌا ية الوحغير.
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