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Abstract 

 

Article History: 
 Some time series are characterized by their great volatility over 

time, especially time series related to the movement of the economy, 

and those related to the change in stock prices or the movement of 

financial transactions and stock markets, which are characterized 

by being non- stationary over time due to the change in the 

behavior of observations, making them suffer from the problem of  

Heteroscedasticity . The paper aims the use of predictive models 

that a time series can adapt to with large fluctuations and with long 

memory over time, a number of important models used to deal with 

FIGARCH time series when the error distribution follows the t-

distribution were studied and reviewed, which were used For the 

first time by Researcher Engel in 1982 and developed by other 

researchers, the characteristics of these models were reviewed and 

applied for the purpose of forecasting daily oil prices according to 

the prices approved by OPEC for the period from 2004 to 2022, 

where the practical analysis of oil price data showed that the best 

prediction model is the ARMA(2,2)-FIGARCH(1,d,2) model in 

which the error follows the t-distribution, and the best predictor 

performance is out of sample . 
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Introduction  
long memory is one of the important topics that have received great attention by researchers 

in recent years, and this is what prompted statisticians to pay attention to it by studying the dynamic 

behavior of financial variables and employing statistical measures for the purpose of studying and 

analyzing the behavior of these phenomena. Perhaps the most important of these measures that 

Their occurrence coincides with long memory. They are the time series that are defined as a group 

of observations linked to each other of a phenomenon that is observed successively during a 

specific time period and whose emergence is from its relationship to time t, and that the aim of 

analyzing it is to describe the features of the phenomenon that generate this series and build a 
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standard model to explain its behavior and adopting this model to predict values and future periods 

based on values for previous periods 

The analysis of time series witnessed a remarkable development after the two scientists 

(Box-Jenkins) presented a modern methodology at the beginning of the second half of the twentieth 

century, which proved a high efficiency and became a real entry for the modern analysis of time 

series, as it includes statistical theories, methods, and graphic and computational means. Experts 

and researchers have taken these The methodology is a main reference for them to identify the 

appropriate model, estimate its parameters, diagnose and use it in predicting future observations 

represented by the ARMA model, which has become widely used in the analysis and modeling of 

linear time series. However, it cannot explain the fluctuations and changes in some phenomena, 

which are characterized by a large number of time fluctuations, and therefore the linear model 

becomes inappropriate with the real data set of the phenomenon. The errors are independent of each 

other, but we note in many time series that they do not fulfill the previous conditions as the variance 

is not fixed as in the financial time series and therefore leads to the inefficiency of the model in the 

forecasting process. This imposed a new challenge on scientists in finding an alternative solution, as 

non-linear models were proposed that take into account these hypotheses and the failure to achieve 

these conditions. These models and their various developments are considered one of the important 

ways to describe time changes, especially uncertainty or great uncertainty, which includes a large 

amount of uncertainty, These models take into account the treatment of the problem of fluctuations 

in the time series, as well as to improve the matching of the model to the data and thus give an 

explanation for the fluctuations that occur in the phenomena of different time series. After a series 

of developments, researcher Robert F. Engle (in 1982) presented a new category The models are 

called conditional autoregressive models with Heteroscedasticity (ARCH). If the researcher wanted 

through it to address the problems that the previous ARMA models suffer from, especially in the 

financial time series that are characterized by the speed of volatility (Volatility) associated with 

time, this model was generalized by Bollerslov 1986 , generalized autoregressive model conditional 

not to Variance smoothing (GARCH) to address the problem of ARCH model constraints on 

parameters, as well as solve the problem of higher-order model requirements to describe the 

variance series, despite the importance of models ARCH(p) and GARCH(p,q) family models in 

modeling non-linear time series of financial variables)  . However, it has been criticized by some 

economists, especially in cases characterized by fluctuations in opposite directions and wide 

influences. These models cannot take into account these fluctuations, especially fluctuations in long 

memory, which led to the emergence of the FIGARCH model, which we are going to study Baillie 

(Bollerslev, Mikkelsen 1996, it can be used in the case where there is a slow decrease in the long-

term autocorrelations of the time series). These models are called generalized partially integrated 

and conditional inhomogeneity of variance models, which is symbolized by the acronym 

FIGARCH, as these models have proven their importance in modeling time series with long 

memory, which is characterized by many time series and has been widely used due to its ability to 

characterize data in many fields. as economics and financial sciences. 

Research problem 
The problem of the study lies in the presence of fluctuations in the OPEC oil price series, 

which led to the no stationary of oil prices and therefore the use of ARMA models will lead to 

unreasonable future predictions, so plans based on these results are useless, so FIGARCH long 

memory models have been proposed to predict at these prices. 

Research objective 
The goal is to build the best daily oil price series forecasting model for OPEC for the period 

2003 to 2022 by applying the FIGARCH long memory model. 
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I. Fractionally Integrated Generalized Autoregressive Conditional 

Heteroskedasticity Models [9][15] [2] 

This model is one of the extensions of the ARCH family models, which was first defined by 

Engle in 1982 as a linear function of the squares of random errors in the past tense, is defined 

follows: 

                                                               
(1) 

   =                                                                          
 

    
      ∑  

 

   

     
                                 (2) 

It is taken from this model that it requires higher ranks to describe the variance series, and 

that the expansion in the values of P, may produce negative values for α and this contradicts the 

assumptions of the model that states that the parameters are positive (    ). To confront this 

problem, Bollerslov (1986) suggested Generalized Autoregressive  Conditional Heteroskedasticity 

(GARCH) model, to address the problem of ARCH model's higher order, by modeling the variance 

of time series observations through p from the boxes of past errors and q from the values of the 

conditional variance in the previous period. The GARCH model can be formulated of degree (p, q). 

Since (P≥1), (q ≥1) and written in the form: [7] 

    
      ∑  
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Paraphrasing (3) of the GARCH model: 

    
             

         
  (4) 

Since is      
      

   a random variable that represents the difference between the squares 

of errors   
  and the unconditional variance     

  and by substituting for it, we get the following 

formula: 

  
     ∑      

  ∑  

 

   

 

   

    
  ∑  

 

   

        (5) 

By reformulating equation (5) in terms of polynomials α(L), β(L), it becomes as follows: 

[           ]  
     [      ]    (6) 

Thus, the partially integrated GARCH or FIGARCH model can be obtained as d is a 

fractional value, 0<d<1 . Thus, the FIGARCH model can be expressed as follows: 

[           ]        
     [      ]    [17] (7) 

  
    [      ]         

  
(8) 

     [  [      ]            ] 

        
                      (9) 

      

II. ARMA – FIGARCH[15] [6]                 
It is clear that the mathematical representation of these models is given by two equations, 

one of them is for the conditional average, which represents the prediction vehicle, and the equation 

of  the conditional variance, which is the non-predictive vehicle FIGARCH Thus, the 

implementation of the integrated model for univariate series analysis and for predicting time series 

fluctuations becomes true as follows : 

   ∑  

 

   

         ∑  

 

   

                     
   (10) 
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    [      ]   [  [      ]            ]  
     [17] (11) 

 

III. The Augmented Dickey-Fuller test (ADF)[1][5][14]  
It is used to detect the presence of a unit root in the univariate test, i.e. to test whether the 

time series is strong stationary or not. The ADF test is defined follows: 

               ∑        

 

   

       (12) 

the hypothesis is  

       The time series is non- stationary on mean. 

         The time series is stationary on mean. 
 

IV. Ljung - Box Test[4][16][8][12]   
The test was proposed by (Ljung & Box) in 1978 is used to test whether the errors of the 

model fitted a time series  are random : 

 ‏‏                                                  
                                   . 
Using the following statistics: 

   (      ∑
 ̂ 
 

   

 

   

)       
  (13) 

V. ARCH Test  - Lagrange Multiplier [1][5] 
Proposed by Engle in 1982 to test whether the errors follow ARCH process is based on 

estimating the equation under study  

  
           

        
               

                    

The test statistic as follows:       

               ̂                                                              
  (14) 

      

VI. Detection of Long Memory[2][13] 
Experimental analysis and detection of the long memory property of a time series is difficult 

because the strong autocorrelation of long memory operations makes the statistical fluctuations very 

severe, so long memory tests require a large number of observations. By drawing the 

autocorrelation functions and the partial autocorrelation function, so there are many graphs and 

many statistical tests through which it can be checked whether the time series is a series with a long 

memory or not. We will discuss these forms as follows: 

 Check the graph of the autocorrelation function ACF Plot 
This study focuses on the case study that deals with the nature of time series that are 

characterized by the feature of long-term memory, in which the formula of the ACF function takes 

the following form: 

∑ 𝛒

 

    

      

 Using statistical tests to verify the long memory feature: 
Several estimations have been proposed for Horst's decomposition for analyzing long 

memory in time series, the most important of which are: 

1. Average R/S analysis . 

2. GPH method. 

In this research, we will rely on the first method, which is the statistic of the modified R/S 

analysis. 
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 Rescaled - Range Analysis (R/S): 

This method was presented for the first time by the researcher (1951 Hurst) to reveal the 

existence of the phenomenon of long memory in the time series data through the difference between 

the maximum and minimum subtotals of the deviations of the series values from their arithmetic 

mean divided by their standard deviation and symbolized by the statistic   and calculated as 

follows: 

      ⁄  
 

  
{   

     
∑     ̅  

 

   

    
     

∑     ̅  

 

   

} (15) 

VII. Estimation[15][ 6] 
The estimation of the parameters of the FIGARCH model is generally made using the 

greatest possibility method with the assumption of the standard normal distribution of ‏   but 

sometimes the assumption of the standard normal distribution is not achieved for many applications, 

and therefore it is preferable to use the method of estimation with the Quasi-Maximum Likelihood 

Estimator, which is An iterative method characterized by not assuming the standard normality of 

the distribution. 

 The process of estimating the parameters of FIGARCH (p, d, q) using the QMLE method is 

considered the most common estimation method, and its main idea is to maximize the probability 

function depending on the sample {           } and it can be written as follows: 

It is written in the case of assuming a t-distribution, where the maximum probability 

function is as follows: [17] 

         ∑{ 
 

 
  (

          ⁄  

      ⁄  
)  

 

 
     

   (
   

 
)   (  

  
 

  
      

)}

 

   

 (16) 

VIII. Model selection criteria[18] 
There are several criterions to choose the best model among the proposed fitted models for 

the studied data, these criteria was developed to select the most common model as follows : 

 Akaikes Information Criterion (AIC) [12][14] 

This criterion was introduced by Akaike in 1974 an information standard known as (AIC) 

used to evaluate the suitability of time series models, we choose the model that gives the least AIC . 

The AIC formula can be written as: 

         ̂ 
                         (17) 

 

n: its size sample. 

k: represents the number of parameters of the model. 

   ̂ 
  : represents the logarithm of maximum likelihood funtion. 

 Schwarz Information Criterion (SIC) [3][14]    

In 1978, Schwarz and Akaike proposed another criterion for determining the degree of the 

model known as the Schwartz Information Criterion, (SIC) and defined as follows:  

               ̂ 
                

(18) 

 III - Hannan- Quinn Criterion (HQC)[18][2]           
In 1979, this criterion was proposed by (Quinn) and (Hannan) HQC to determine the rank of 

the model and its formula: 

       ̂ 
         (

     

 
)                     (19) 

IX. Forecasting[15] 
   Forecasting is one of the most important goals of model building in time series, as it  

    
     [      ]           

    (20) 
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       [      ]       

               
         

          
  

 

  
       [      ]   ∑    
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 (21) 

X. Forecasting accuracy measures[10] 

  The following measures are used to measure forecast accuracy , they are very important to 

know the chosen model. 

i- Root Mean Square Error (RMSE) [11][10] 

The RMSE formula is given as: 

      √
 

 
 ∑   

    
 ̂ 
   

 

   

                       (22) 

 

ii- Mean Absolute Error (MAE) [11][10]  

 This measure is defined as the absolute difference between the actual variance and forecast 

variability measures, and it has the following formula: 

     
 

 
 ∑|  

     
 ̂|

 

   

 (23) 

 

XI. Applied side 
This aspect will include an application and analysis of the methods presented in the 

theoretical side on the data of the oil price series in Iraq in US dollars for the purpose of predicting 

the daily global oil price series using the FIGARCH model assuming the error distribution follows 

the t-distribution, to choose the appropriate model to predict future fluctuations ,Where the time 

series of the final prices of a daily barrel of oil was obtained from the available data announced on 

the OPEC website published on the Internet for the period from (2/01/2003) to (31/03/2022) for the 

purpose of modeling it through time series models. Provided by OPEC great credit for facilitating 

the task of data analysis. The data were analyzed using three software packages, R program , Ox 

Matrices and Eviews12. 

XII. Returns Series 
The return series   was calculated with the following formula: 
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Figure (1): Shows the series of returns to daily oil prices 
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From figure (1) we find that the series stationary in mean and contains periods of volatility, 

followed by periods of relative stagnation in fluctuations, and so on over timeStationary test (Unit 

Root test) 

The unit root was tested for the series of oil prices and the series of returns for oil prices. 

The test results can be summarized as shown in Table (1) which displays the results of unit root 

tests using ADF tests with t values and probabilistic values at the 0.05 level to test the following 

hypothesis: 

          

         

Table (1): Shows the Dickey-Fuller Extended Return Series Test 

It is clear from the table to test the stationary (unit root) of the series of returns that the 

probability value of the Augmented Dickey Fuller test for the three models is less than (0.05), so we 

reject the null hypothesis and accept the alternative hypothesis, which indicates the stationary of the 

series of returns on average daily oil prices. 
 

 Test for the existence of autocorrelation of the original series and the series of returns 

 
Figure (2): Showing the autocorrelation, partial autocorrelation and Box-Ljung test functions 

of the original series of daily oil price 

Date: 01/15/23   Time: 23:12

Sample (adjusted): 1/02/2004 6/29/2021

Included observations: 4510 after adjustments

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.132 0.132 78.344 0.000

2 0.018 0.001 79.877 0.000

3 0.025 0.023 82.739 0.000

4 0.056 0.051 96.871 0.000

5 0.076 0.063 122.92 0.000

6 -0.088 -0.109 157.75 0.000

7 0.080 0.107 187.02 0.000

8 0.001 -0.030 187.02 0.000

9 0.042 0.043 194.83 0.000

10 0.036 0.026 200.67 0.000

11 -0.040 -0.044 207.93 0.000

12 0.059 0.048 223.54 0.000

13 0.005 0.007 223.65 0.000

14 0.097 0.080 266.13 0.000

15 -0.007 -0.026 266.37 0.000

16 0.023 0.031 268.71 0.000

17 0.066 0.036 288.60 0.000

18 0.010 0.006 289.08 0.000

19 -0.015 -0.044 290.11 0.000

20 -0.034 -0.005 295.32 0.000

21 0.073 0.054 319.57 0.000

22 0.005 -0.016 319.71 0.000

23 -0.004 0.006 319.78 0.000

24 0.043 0.034 328.08 0.000

25 0.020 0.009 329.87 0.000

26 0.073 0.050 354.37 0.000

27 -0.041 -0.046 361.95 0.000

28 0.025 0.020 364.90 0.000

29 0.022 0.012 367.00 0.000

30 -0.018 -0.032 368.45 0.000

31 0.037 0.027 374.76 0.000

32 -0.053 -0.044 387.46 0.000

33 -0.001 -0.015 387.46 0.000

34 -0.020 -0.008 389.25 0.000

35 0.030 0.024 393.24 0.000

36 -0.013 -0.027 393.96 0.000

Stationary test (unit root) of the return series 

Probability t  

00.000 -59.00.41 Intercept 

0.0000 59.059.0-  Trend and intercept 

0.0000 59.00444-  none Trend and intercept 
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It is also clear from the test results for the autocorrelation function and partial 

autocorrelation of the series of returns that the values of the coefficients of the autocorrelation 

function fluctuate between positive rise and negative decline and that all coefficient values fall 

within confidence limits ((-1.96)/√4964), (+1.96)/ √4964) in all time shifts, and this indicates the 

stability of the series of returns for daily oil prices, as well as it is clear that all possibilities for the 

values of the statistic Q are less than (0.05), and this means rejecting the null hypothesis that states 

(there is no sequential autocorrelation between random errors) and accepting the hypothesis 

alternative that states that there is a sequential autocorrelation between them. 

 The variance homogeneity test for the series returns 

For the purpose of detecting the stability of the variance of the returns series, the Lagrange 

multiplier test (ARCH Test) is calculated to test the following hypotheses: 

    The variance is homogeneous for the return series of oil prices (no there effect of ARCH). 

     Heteroscedasticity of return series for oil prices (an effect of ARCH) . 

Table (2): shows the results of the ARCH LM-test . 
F-statistic 170.2951 Prob. F(1,4506) 0.0000 

Obs*R-squared 164.1664 Prob. Chi-Square(1) 0.0000 

From Table (2), it can be seen that the p-values in the table are less than 0.05 so we reject 

the null hypothesis of the returns series for oil prices which means that the data contains an ARCH 

effect. 

 Long Memory Tests 

 For the purpose of detecting the presence of long memory in the data, the R/S Statistic test 

was relied upon, as a program was written to calculate the two tests using the R statistical program 

because there is no ready program for it to test the following hypotheses: 

  : having a long memory (decreasing non-exponential autocorrelations) 

  : short memory (autocorrelation decreases exponentially) 

Table(3) showing long memory tests 

R/S Test  R/S Statistic Bandwidth q P-value 

Returns  1.5829 25 0.2908239 

From the table (3) we note that the results of the R/S test for the return series, which 

represents the modified R/S statistic, that the p-value is greater than 0.05, which means that the null 

hypothesis is accepted and the alternative hypothesis is rejected, which states that there is no short 

memory and therefore there is dependence between the values. The data has a long memory, 

therefore, based on the two tests, it is found that the chain of returns for oil prices shows the 

characteristics of a long memory in its volatility, and therefore the most suitable method for 

modeling the volatility of oil prices is by using GARCH class models that allow the long memory 

feature in the volatility process, which is symbolized by FIGARCH models. 
 

 Estimating FIGARCH models for daily oil prices 

After checking and confirming the collection of volatility through the returns chain and 

checking for stability using the ADF test, detecting the presence of the ARCH effect using the 

ARCH-LM, Ljung-Box tests, testing the presence of long memory in the oil price series and 

determining the FIGARCH model as an appropriate model for modeling the return chain for oil 

prices. At this point, the QMLE method will be used to estimate the parameters of the FIGARCH 

model assuming that the error distribution is a T-distribution. 

The results of estimating the FIGARCH models can be presented for the values of P=1,2 

and q=1,2 as shown in Tables (4). 
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Table (4): results of estimating the FIGARCH models (p,d,q) by the Q-MLE method for the 

return chain for oil prices in the case of the error distribution Student t. 

 (Student-tلسلسلت العودة لأسعار الىفط عىذما يكون توزيع الخطأ ) FIGARCH(1,d,2) ومورج 

Parameter Estimate Std. error t-statistic Pr(>|t|) 

Mu 0.0003414 2.67E-06 4.123 0.0000 

Omega α₀ 0.229660 0.093972 2.444 0.0146 

d-FIGARCH 0.845060 0.11102 7.612 0.0000 

ARCH(Phi1) 0.528487 0.10731 4.925 0.0000 

GARCH(Beta1) 1.219124 0.13224 9.219 0.0000 

GARCH(Beta2) -0.292917 0.10629 -2.756 0.0059 

Student(DF) 8.222704 0.94814 8.672 0.0000 

From Tables (4), the results of estimating the FIGARCH model using the quasi-maximum 

possibility method (QMLE) assuming that the normal error distribution, and the t-distribution, 

indicate that the parameters of ARCH and GARCH are statistically significant in most cases, and 

that the parameters of the partial difference d, are positive and with Statistical significance at the 

level of 0.05 in all cases, which means that the shock of volatility will continue for a longer period. 

Table (5): shows the comparison of the proposed models according to the different 

distribution of the error 

Student t Distribution 

-7.210264 -7.205154 -7.213023 FIGARCH(1,d,1) 

-7.210551 -7.204589 -7.213769 FIGARCH(1,d,2) 

-7.210111 -7.204149 -7.213329 FIGARCH(2,d,1) 

-7.209701 -7.202888 -7.213379 FIGARCH(2,d,2) 

From the results in Table (5), we can conclude that the best model is FIGARCH(1,d,2) in 

the case of the Student- t Distribution of the return series for oil prices. 

 Building ARMA(p,q)  

Appropriate linear ARMA (p,q) models can be built using the daily return series of oil prices 

because they are stable at the 0.05 level according to the Box-Jenkins method. p and q are the most 

suitable, to select the best-fit linear ARMA models (q,p), using different ranks of the oil price return 

chain, and to select the optimal model among the candidate models, taking into account the 

autocorrelation and ARCH effect. 

Table (6): shows a comparison of ARMA's proposed models for the return series  

Model AIC* BIC HQ 

ARMA(2,2) -6.617271 -6.609402 -6.614512 

ARMA (1,2) -6.615821 -6.609264 -6.613522 

ARMA (2,1) -6.614955 -6.608398 -6.612656 

ARMA (1,0) -6.612741 -6.608807 -6.611362 

ARMA (1,1) -6.612386 -6.607140 -6.610546 

ARMA (2,0) -6.612366 -6.607120 -6.610527 

ARMA (0,1) -6.612347 -6.608412 -6.610967 

ARMA (0,2) -6.612249 -6.607003 -6.610410 

We note from Table (.) that the best ARMA model for the chain of return to oil prices is the 

ARMA(2,2) model because it has the lowest differentiation criteria (AIC, SIC, HQ) . 
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Figure (4): shows the residuals of the ARMA(2,2) model. 

 According to Figure (9), we see that there are periods of high volatility (large volatility) 

followed by periods of high volatility and periods of low volatility (small volatility) followed by 

periods of low volatility and … etc. for the return chain of oil prices and the rest appears to be 

stable and volatile. The values of the residuals indicate the heterogeneous conditional error and that 

the behaviors of these residuals can be represented by GARCH models, because GARCH models 

are used to estimate fluctuations. 

 

 ARMA-FIGARCH MODELS 
 The study also focuses on determining the best fit non-linear ARMA-FIGARCH models 

for the return chain of oil prices, using the method of estimating the quasi-maximum possibility 

(QMLE) to estimate the equations of the conditional mean and variance of these models. Therefore, 

FIGARCH models are used to model fluctuations in the samples of daily returns data sets for the oil 

price chain, Under different error distributions (normal distribution, t distribution). We propose 

mixed models between linear ARMA models and nonlinear FIGARCH models in order to diagnose 

the degree of influence in the model. These models are taken into account and the best ones are 

selected from those that have the lowest value for the comparison criteria, and we will present them 

in the following tables: 

Table (8): Shows the comparison of the proposed models with the error distribution 
 

 

 

 

 

 

 

 

 

 From Table (8), we notice that the best model is the hybrid ARMA(2,2)-FIGARCH(1,d,2) 

because it has the lowest value for the comparison criteria (AIC, SIC, HQ). 

 

 

 

 

Student t Distribution 

-7.260593 -7.252076 -7.265191 ARMA(2,2)-FIGARCH(1,d,1) 

-7.26106 -7.251692 -7.266118 ARMA(2,2)-FIGARCH(1,d,2) 

-7.260523 -7.251155 -7.26558 ARMA(2,2)-FIGARCH(2,d,1) 

-7.260323 -7.250104 -7.265841 ARMA(2,2)-FIGARCH(2,d,2) 
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 Choosing the right model 
 The best model will be selected from among the best ARMA linear models, FIGARCH 

nonlinear models and ARMA-FIGARCH hybrid models, as in the following table: 

Table (9): Shows a comparison of linear, nonlinear, and mixed models 
HQ SIC AIC Models Type Models 

-6.614512 -6.609402 -6.617271 ARMA(2,2) Linear 

-7.210551 -7.204589 -7.213769 FIGARCH(1,d,2) Non-Linear 

-7.26106 -7.251692 -7.266118 ARMA(2,2)-FIGARCH(1,d,2) Mixed 

 

 From the results of Table (9), we note that the best model representing the return series for 

oil prices is the mixed model between linear and nonlinear ARMA(2,2)-FIGARCH(1,d,2) because 

it has the lowest values for the comparison criteria, so this model will be estimated And conducting 

diagnostic tests for the purpose of predicting fluctuations in daily oil prices 

 Estimating the appropriate model 
 After determining the best model to represent this series, it is ARMA(2,2)-

FIGARCH(1,d,2) in which the error distribution follows the t-distribution. This model will be 

estimated in two stages. The first stage is the use of ordinary least squares to estimate the linear 

part. ARMA(2,2) and then using the (QMLE) method to estimate the nonlinear part 

FIGARCH(1,d,2) using Ox Matrics programming as shown in the following table: 

Table (10): Shows the model estimate ARMA(2,2)-FIGARCH(1,d,2) in which the error 

follows the t-distribution 

Parameter Estimate Std. error t-statistic Prob 

Cst(M) 0.0003129 .6777e-005 3.228 0.0013 

AR(1) 0.101845 0.39633 0.2570 0.7972 

AR(2) 0.039385 0.098704 0.3990 0.6899 

MA(1) 0.143232 0.39657 0.3612 0.7180 

MA(2) -0.059656 0.18099 -0.3296 0.7417 

Cst(V) 0.177380 0.072026 2.463 0.0138 

d-Figarch 0.843332 0.096328 8.755 0.0000 

ARCH(Phi1) 0.653933 0.080690 8.104 0.0000 

GARCH(Beta1) 1.392703 0.11830 11.77 0.0000 

GARCH(Beta2) -0.448875 0.097362 -4.610 0.0000 

Student(DF) 7.983814 0.93097 8.576 0.0000 

 The result from Table (10) showed the support of QMLE estimates for the parameters in 

the sample for the ARMA(2,2)-FIGARCH(1,d,2) model and according to the error distribution that 

follows the t-distribution of the return series for oil prices. The model is statistically significant in 

other words, the conditional mean coefficients and the coefficients of variance are highly significant 

at the 0.05 level because (p values < 0.05) except for some parameters which means that the 

volatility is continuous, especially for the model, which is common in financial time series. 

 Model Diagnostic Tests 
 After determining the appropriate model, determining the ranks of the models, and 

estimating the daily oil price returns, the composition and efficiency of the model must be 

confirmed. 
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Table (11): of the Ljung-Box test and the Arch-LM test for the residuals of the ARMA(2,2)-

FIGARCH(1,d,2) model. 

Ljung-Box test Arch-LM test 

Lag Q-Statistic p-value Lag Obs*R-squared p-value 

5 8.64965 0.0132359* 5 1.7121 0.1282 

10 11.7466 0.1092051 10 1.1658 0.3089 

15 13.54 0.3310399 15 0.89768 0.5665 

20 29.123 0. 334086* 20 1.4696 0.0810 

25 35.5359 0.0340281* 25 1.4228 0.0791 

 According to Table (11) and through the results of the ARCH-LM test to verify the effect 

of ARCH in the residuals, we conclude that the p-values > 0.05, which means accepting the null 

hypothesis that states “there is no effect of ARCH”, which means that there is no effect of ARCH in 

the residuals. Residuals of the model Based on the results of the Ljung-Box test at the significance 

level of 0.05 for the squared residuals, the probabilities are more than 0.05 (not significant), except 

for delays (5), (20) and (25), which are less than 0.05, which means that we cannot Then reject the 

null hypothesis, which means that there is no serial correlation in the remainders of the model 

  Forecasting future fluctuations 
 After determining the appropriate model through the stage of diagnosis, estimation and 

verification of the accuracy of the model, where the model ARMA(2,2)-FIGARCH(1,d,2) was used 

to predict fluctuations, and the results were as shown in Figure (5) 

 

 

Figure (5): The graph of the series shows the returns, the predicted values, and the prediction 

of volatility (variance) 
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Figure (6): Shows the out-of-sample forecasts for the return chain of oil prices 

 Prediction accuracy test criteria 
 The table below (12) shows the criteria by which the extent of the prediction error is 

measured, which were discussed in the second chapter, and are studied for the purpose of ensuring 

the predictive performance of the model. It has an Out of sample and the prediction error is 

evaluated and calculated as follows: 

Table (12): Shows the comparison between the forecast within and outside the sample for the 

best model of the oil revenue series 

Out – of – sample In – sample predict  

0.04587 0.008944 RMSE 

0.06460 0.005554 MAE 

0.02245 0.003498 MAPE 

  According to Table (12), we evaluated the predictive ability of the best model in the 

sample and outside the sample of the series of fluctuations in oil price returns for OPEC, as the 

results indicate that the relative differences between the forecast performance measures for both 

samples are small. Out-of-sample is more appropriate than predicting in-sample performance. 

 

Conclusions and Recommendations 
Conclusions 

1. The series of oil prices is non-stationary on mean and variance. 

2. The series of  return for oil prices does not follow the normal distribution. 

3. The series of returns to oil prices contains periods of fluctuation, followed by periods of relative 

stagnation over time. 

4. Oil prices series of returns is stationary on mean . 

5. He explained by drawing the autocorrelation function that its behavior is decreasing slowly, 

which suggests that the oil price series has a long memory, and this was proven by the statistical 

tests of the long memory R/S with the presence of dependence between the values and that the 

oil price series shows the characteristics of long memory in its volatility. Which called for the 

use of FIGARCH models . 

6. The advantage of the ARMA(2,2)-FIGARCH(1,d,2) models for forecasting the future volatility 

of OPEC oil prices through standards AIC, SIC, H-Q and precision scales RMSE, MAE . 

7. The conditional Autoregressive Heteroscedasticity models are more efficient in predicting the 

volatility. 
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Recommendations 

1. Use other comparison models such as GJR-GARCH, IGARCH and NGARCH. 

2. Use other methods to estimate model parameters such as QMLE. 

3. Use of GARCH family models to predict other financial time series to estimate and study the 

behavior of these series because they have the ability to explain the behavior of these series that 

is characterized by Heteroscedasticity of variance. 
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لغُ‏الإحصاء،‏وٍٍت‏الإداسة‏ٚالالخصاد،‏جاِعت‏اٌمادعٍت،‏

‏اٌعشاق.،‏اٌمادعٍت
‏اٌعشاق.،‏بابًلغُ‏اٌذساعاث‏ٚاٌخخطٍظ،‏جاِعت‏بابً،‏

 

 معلوماث البحث
 

 المستخلص

 تواريخ البحث:

 
‏اٌغلاعً‏‏‏  ‏ٚخاصت ‏اٌٛلج، ‏ِشٚس ‏ِع ‏اٌىبٍش ‏بخمٍبٙا ‏اٌضٍِٕت ‏بعط‏اٌغلاعً حخٍّض

اٌضٍِٕت‏اٌّخعٍمت‏بحشوت‏الالخصاد،‏ٚاٌّخعٍمت‏بخغٍش‏أععاس‏الأعُٙ‏أٚ‏حشوت‏اٌّعاِلاث‏

اٌّاٌٍت‏ٚأعٛاق‏الأٚساق‏اٌّاٌٍت،‏ٚاٌخً‏حخٍّض‏بأٔٙا‏غٍش‏ثابخت‏ِع‏ِشٚس‏اٌٛلج‏بغبب‏

‏اٌ ‏عٍٛن ‏ٌ‏ّشا٘ذاثحغٍش ‏ِّا ‏ِشىٍت ‏ِٓ ‏حعأً ‏اٌخبآٌجعٍٙا ‏حجأظ ‏عذَ ٍٙذف‏ف.

‏ِع‏ ‏إٌّارج‏اٌخٕبؤٌت‏اٌخً‏ٌّىٓ‏ٌٍغلاعً‏اٌضٍِٕت‏أْ‏حخىٍف‏ِعٙا اٌبحث‏إٌى‏اعخخذاَ

اٌخمٍباث‏اٌىبٍشة‏ٚبزاوشة‏طٌٍٛت‏ِع‏ِشٚس‏اٌٛلج،‏ٚلذ‏حّج‏دساعت‏ِٚشاجعت‏عذد‏ِٓ‏

‏ٌـ ‏ٌخبع‏ FIGARCH إٌّارج‏اٌّّٙت‏اٌّغخخذِت‏ٌٍخعاًِ‏ِع‏اٌغلاعً‏اٌضٍِٕت عٕذِا

‏حٛصٌع ‏اٌخطأ ‏ t حٛصٌع ‏عاَ ‏ِشة ‏لأٚي ‏إٔجً ‏اٌباحث ‏اعخخذِٙا ٚلاَ‏‏5404ٚاٌخً

‏ٌغشض‏ ‏ٚحطبٍمٙا ‏إٌّارج ‏خصائص‏٘زٖ ‏ٚحّج‏ِشاجعت ‏آخشْٚ. ‏باحثْٛ بخطٌٛش٘ا

‏4009اٌخٕبؤ‏بأععاس‏إٌفظ‏اٌٍٍِٛت‏ٚفك‏الأععاس‏اٌّعخّذة‏ِٓ‏ِٕظّت‏أٚبه‏ٌٍفخشة‏ِٓ‏

ًٍ‏اٌعًٍّ‏ٌبٍأاث‏أععاس‏إٌفظ‏أْ‏أفضً‏ّٔٛرج‏ٌٍخٕبؤ‏،‏حٍث‏أظٙش‏اٌخح4044ٍإٌى‏

،‏ٌٚىْٛ‏t ‏اٌزي‏ٌخبع‏فٍٗ‏اٌخطأ‏حٛصٌع‏ -ARMA( 2,2)‏FIGARCH(1,d,2)٘ٛ‏

‏.أفضً‏أداء‏ِخٛلع‏خاسج‏اٌعٍٕت

 

‏‏‏‏15/2/2024اٌبحث:حمذٌُ‏حاسٌخ‏

‏12/4/2024حاسٌخ‏لبٛي‏اٌبحث:

 31/12/2024حاسٌخ‏سفع‏اٌبحث‏عٍى‏اٌّٛلع:‏

 

 

 

 

 الكلماث المفتاحيت:
‏ ‏اٌطٌٍٛت، ‏اٌزاوشة ،‏ARMAاٌغلاعً‏اٌضٍِٕت،

FIGARCH‏‏. 
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