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Abstract 

 

Article History: 
 Studying the motion of some roundworms types such as Caenorhabditis 

elegans (CE) is important to identify the actions and reactions and their 

effects of worm’s life. In this study, the time series of CE motion 

represented by the angles of wave-motion between 1 to 177 degrees will 

be the case study. Each observation of this time series is a recorded 

frame (0.5 second) of 2.5 hours video of CE motion. A convolutional 

neural network (CNN) as one of deep learning techniques will be used 

to classify CE motion as dependent variable in binary cases based on 

the images of the angles of wave-motion as explanatory variable. The 

images of motion angles are imagined and designed by two dimensions 

image corresponding to every observation. These images combined into 

4-d image (four dimensions matrix) to represent univariate explanatory 

variable. Support vector machine (SVM) will be also used to classify the 

angles of CE. In these types of data, the nonlinearity and uncertainty 

will be the most probably problems as reasons for in accurate 

classifications. CNN and SVM used with this type of dataset to improve 

the classification results.  The results of comparisons explain that CNN 

approach outperforms SVM absolutely. In conclusion, CNN approach 

can be used to classify this type of time series with accurate results. 
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Introduction  
The study of transparent nematodes in general is considered one of the important studies in 

microbiology, because their cells resemble human cells, as well as because of the rapid stages of 

their growth. There are many previous studies concerned with the movement of the worm, its speed, 

and the distances it travels during a specific period of time. The movement of the worm is 

consecutive during a specific time, in the form of a time series. As each movement that the worm 

makes or reaches is related to the movement before it to represent the study case for a single time 

series variable for the movement of the worm and it is within a period of time for fractions of a 

second for each movement made by the worm. In this study, data were obtained on Caenorhabditis 

elegans (CE) as an important typical organism in the study of genetics for a better understanding of 

behavioral genetics. The data includes observations, each one of them represents a specific angle of 
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Caenorhabditis elegans motion (CEM)
1
. Since CEM cannot be pinpointed, but it can be confined to 

periods, as it becomes necessary to classify it within categories, and then the attention is focused on 

classifying new observations through a classification model that is built through the behavior of the 

time series during the training period. The importance of classification lies in making predictions 

for data not seen in the training process and identifying the categories to which the new sample 

belongs. In this study, the time series classification study was addressed using supervised learning 

algorithms, which require the availability of target variable data to obtain learning errors. 

CEM data is a long time series with a very large number of observations and a time proof 

that may be in seconds or fractions of seconds, which may give the character of non-linearity, which 

may make it difficult to deal with such data. Also, the very large length of the time series may be a 

major cause of heterogeneity, which results from the multiplicity of characteristics, qualities, and 

combinations that the data passes through from the beginning of the series to its end, which may 

make the results of point forecast inaccurate. 

In order to reduce the problem of non-linearity and heterogeneity in the data and improve 

the prediction results, the data can be represented by images and binary classification which can be 

used as an alternative to the point forecast to improve the accuracy of the results compared to the 

prediction results with the presence of heterogeneity and non-linearity of the data. 

There are previous studies dealing with the use of Convolutional Neural Network (CNN) 

and Support Vector Machine (SVM) in the field of microbiology regarding the behavior of 

nematodes. The researcher [1] used the CNN method to classify microscopic images to identify a 

specific type of nematode. [2] also used the CNN method to distinguish and classify genetically 

diverse CE strains by training the model on time series data of worm positions using samples of 

worm movement images as an input variable. [3] also used deep learning through CNN and 

Recurrent neural network (RNN) methods to calculate the life expectancy of CEM data by 

classifying them as alive or dead by observing images of the worm's movement. 

[4] used the SVM method and two other methods for binary classification by testing a data 

set to identify a skin disease caused by a fungal infection of segmented worms, so the classification 

of the disease is infected or healthy for each case. Also [5] chose to use SVM for binary 

classification because of the power of this classifier to identify one of the important parts of the CE 

structure, which is the head of the worm. 
 

Materials and Methods  
framework of study  

The framework of this study includes the following: 

a. Determining the suitable AR model. 

b. Constructing the appropriate CNN. 

c. Constructing the appropriate SVM based on AR models. 

d. Calculating the accuracy measurements for CNN and SVM classifications. 

e. Comparing the classification results to determine which model would be provided 

better classification accuracy. 

Auto-Regressive Model. 

Time series is a set of observations generated at consecutive periods of time distinguished 

by lack of independence. As the observations in it are related to its predecessor chronologically, 

through which it is possible to predict future time series based on observations of a time series that 

occurred in the past [6]. The current time series can be expressed using the autoregressive function 

for the values of the previous time series, and the autoregressive function rank p can be written as in 

the equation below. 

                                                           
1
 Archive of the UEA&UCR time series classification available to the public of researchers: 

http://www.timeseriesclassification.com/description.php?Dataset=EigenWorms 
data downloaded at 12-09-2022 

http://www.timeseriesclassification.com/description.php?Dataset=EigenWorms
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where r  is the 
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is after differencing to satisfy the mean stationary and will be written 

instead of tx
 in the equation Error! Reference source not found.. With autoregressive models, the 

Box-Jenkins methodology is used with its four steps: identification, parameter estimation, 

diagnostic checking, and forecasting. 
 

CNN 

It is one of the basic tools for deep learning, which falls under the umbrella of deep neural 

networks (DNN), which includes another type of DNN, which is RNN. The CNN method is 

sometimes called the Deep-CNN, when it is a multi-layered network that contains more than two 

layers, and since the CNN method currently has a structure of two layers or more, the terms CNN 

and Deep-CNN have the same scientific concept [7]. The CNN structure consists of two main parts, 

the feature recognition layer in which the convolution and pooling operations are performed to 

recognize image properties such as edges and gradation, and the fully connected layer that receives 

the output of the feature recognition layer as input to be classified as shown in  

 

 

 

 

 

 

 

 
 

 

Figure 1 below. 
 

 

 

 

 

 

 

 

 

 
 

 

Figure 1: Structure of CNN 

First, the appropriate CNN structure is chosen by specifying the number of layers. Layers 

consist of an input layer, hidden layers, and an output layer. As for the input layer, it is determined 

by the number of inputs, which correspond to the concept of explanatory variables in the multiple 

linear regression model, or they are called autoregressive variables for the time series. The size of 

the hidden layer is determined by the number of neurons it contains, which is often more than the 

number of inputs. As for the output layer, the number of outputs matches the number of 
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classification options required, since in the binary classification one output is sufficient, whose 

value will be equal to (1 or -1) according to the classification of the image that we have. It can be 

noted that the higher the number of hidden layers, the higher the quality and efficiency of the 

network, and thus the time allotted to it. 

The sub-areas of the input images are connected to the first hidden layer, as in this layer the 

filter size is specified (f) and the number of Filters (m) that wraps around all points of the image to 

identify edges, vertical or horizontal lines, or other angles of the image and the details that form the 

picture. After that, the initial values of the weights are randomly determined, symbolized by (W) in 

the filters, which are small random numbers, as the small numbers speed up the calculation process 

to reach the appropriate weights. Filter weights help to determine the importance of any variable as 

each input image is multiplied by a matrix of filter weights. 

When wrapping the filter around the image, the size of the image will shrink and many data 

and image properties will be lost. To solve this problem, Padding is added with rows and columns 

along the width and the length of the image and its perimeter. 

As for the stride in which the filter moves (meaning the number of pixels to be skipped), if it 

is not specified, it will be default (1) that is, one step for the filter towards the left of the image. 

The size of the output resulting from the process of wrapping around the image is obtained 

depending on the size of the input, the size of the filter, the padding and the number of strides by a 

simplified mathematical process as shown in equation Error! Reference source not found. below. 

2 2
1 1

H p f W p f
I J

s s

          
          

      
 (2) 

 

Since H : the length of the image, W ) width of the image, p : padding, f : one of the 

dimensions of the filter, s : stride. Then each bias value is summed with each element of the matrix 

that corresponds to it to get the output of the convolution process as in the equation below whose 

output can be called the output of the additive function which represents the first stage of the hidden 

layer. 
2 1

1 2

1 1

f f

k f f HW k

i j

SUM w x b
 

   (3) 

 

When i, j  represent dimensions or number of rows and the number of columns in each 

image respectively. And that f , f
1 2  are the number of rows and columns in each filter respectively. 

And that k m, , ,1 2 which represents the series result of each filter.  

One of transfer functions within the hidden layer can be applied on the outputs of 

convolution process, one of the most using transfer functions in neural network is as following. 

1. Log-Sigmoid function: 

  SUM
SUM

1

1
-( )

f =
e

 (4) 

 

As SUM represents the input of the transfer function which represents the output of the 

additive function and generates output within the limits (0,1) and as shown in Error! Reference 

source not found.. 

2. Tan sigmoid function: 

SUM
SUM

2
1

1
-2( )

f( ) = -
e

 (5) 

 

As SUM represents the input of the transfer function which represents the output of the 

additive function and generates output within the limits (-1,1) and as shown in Error! Reference 

source not found.  below. 

3. Pure Line function: 

SUM SUMf( ) =  (6) 

As SUM represents the inputs of the transfer function which represents the outputs of the 
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additive function and generates outputs within the limits (-1,1) and as shown in Error! Reference 

source not found. below. 

4. Rectified Linear Unit function: It can be defined as follows. 

SUM
SUM

SUM

0 0

0
f( )

x


 


 (7) 

Since x represents the inputs of the transfer function which represents the outputs of the 

additive function and generates outputs greater than or equal to (0) and as shown in Error! 

Reference source not found. below. 
          

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: logistic sigmoid function Figure 3: tan sigmoid function 
 

 

  

 

 

 

 

 

                                                                                

Figure 4 : Pure Line function Figure 5: ReLU function 

 

After the process of introducing the transfer function to the outputs of the additive function, 

the pooling process is applied by dividing the matrix into square or rectangular compilation areas, 

as the matrix is divided into a number of small matrices, and this is done by determining its size and 

number of steps. Then the highest value is taken for each area in case of applying max pooling, or 
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the average of the values in case of average pooling. Thus, each small matrix is reduced to only one 

value, which results in reducing the size of the matrix so that the matrix becomes at the end of the 

first hidden layer with fewer dimensions, then it is converted into a vector, which was obtained 

through a process called flatten. The vector represents the inputs of the Fully Connected Layer, and 

this layer combines all the features learned by the previous layers through images [8]. In the 

regression layer, the error rate is calculated using the MSE. The purpose of including the regression 

layer is to reduce the error by updating the weight value and biased value, which is an iterative 

process until the optimal values are reached, as each iteration process requires obtaining certain 

values of weights and bias and testing the error rate, this process is called stepwise regression, this 

procedure is called Gradient Descent (GD), which allows determining the direction towards 

reducing errors. The GD equation is as follows. 

1

1

ˆ( ).
n

i i ij ij ij

j

p p y y x



    (8) 

As ( ) represents the Learn Rate, which is a very small value confined between (0 and 1), 

and ip  represents iw or ib  in the current iteration, and ip
1  represents iw

1 or ib
1  in the new 

subsequent iteration, 
ijy  represents the value of observation j of the target variable in the current 

iteration i , ˆ
ijy represents the value of observation j of the output variable in the current iteration i of 

the regression layer, 
ijx represents the observation j of the input variable in the current iteration i  

[9]. After obtaining the optimal values for the weights and biases through the regression layer, the 

final procedure that CNN takes is to classify the time series by entering a function on it, this 

function performs a process called (threshold) as shown in Equation 

Error! Reference source not found. below whereby any observation is converted from the output 

variable of the regression layer and the final output variable is created. 

final

y
y

y

1 0

1 0

ˆ
ˆ

ˆ

 
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 (9) 

By comparing the variable final
ŷ  with the original values variable, which is the target 

variable, the accuracy of the classification model will be calculated for the real values of the time 

series using the evaluation scale of classification accuracy. The  

 

 

 

 

 

 

 

Figure  6 shows the general framework of the CNN algorithm. 
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Figure  6: general structure for CNN algorithm 

Support vector machine (SVM) 
The idea of the support vector machine (SVM) searches for the optimal level that separates 

the data into two categories, meaning that the observation points on both sides of the line represent 

two different categories separated by a dividing line called the hyperplane. These two categories are 

often positive and the other negative, as the hyperplane has two parallel margins at the closest 

points which are called support vectors, as shown in . SVM is a supervised machine learning 

method which has various applications include face recognition, image classification, handwriting 

recognition, and many others. The hyperplane can be represented as follows: 

0w.x b   (10) 

The supporting vector of the positive and negative category is represented as in the two 

equations, respectively: 

2 1w.x b   (11) 

1 1w.x b -   (12) 

As { , , , }dw w w w
1 2

  a vector controls the direction of the hyperplane and is orthogonal to 

it and 
p pd {( x , y ),( x , y ), ,( x , y )}1 1 2 2 , d represents the number of lags of the time series 

corresponding to the Auto Regression variables, b is the bias that controls the distance between the 

hyperplane and the point of origin, that is, it represents the intercept constant with the axis y , x

which are the time lags, that are, the influential autoregressive variables. 

The sum of the two vertical distances of two support vectors on both sides to the hyperplane 

is called margin, and the purpose of this algorithm is to obtain the largest margin to achieve the 

optimum level with the least misclassifications, according to the following equation. 

, 2 1

2
max ( )w b

w
x x

w w
    (13) 

Since w  represents the size of the vector w and it is also called (Norm) and equation 

Error! Reference source not found. is to obtain the largest margin and find the factors w and b , 

the margin can be improved by rewriting the equation in the following form. 

2

,

1
min

2
w b w  (14) 

To solve this problem, it is necessary to enter Lagrange’s Multipliers i as follows. 

2

1 1

1
( , , ) ( . )

2

L L

i i i i

i i

L w b w y x w b  
 

      (15) 

If the data is not linearly separable, then the division process takes place by adding an 

additional dimension to the data so that the hyperplane can separate the categories, this method is 

called Kernel, the task of this function is data segregation. There are several types of kernel 

functions, and we mention one of them [10]. 

Gaussian Kernel function (GKF): 
2

2

2 2
1

( )
( , ) exp( ) exp( )

2 2

n
i j i j

i j

j

x x x x
K x x

 

 
     (16) 
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The GKF function determines the amount of similarity and difference between the inputs, 

which means that it divides the data into two parts for the purpose of classifying it, as ( ix ) is the 

value of the point that is tested or compared with the value of the point (
jx ), that is, when the 

values of         (
i jx ,x ) are close to each other, the difference is small and close to zero, and thus 

everything inside the exponential function is close to zero, and the result becomes 1. When these 

values are far from each other, the difference is large, and therefore there is a negative large number 

inside the exponential function, and the result is zero or close to zero, since that ( ix ) and (
jx ) are 

two vectors for the dimension p in the matrix k for the observations i and j in the variable x [11]. 

The Figure 7 shows the general framework of the SVM algorithm. 

 

 

 

 
Figure 6 : Separating the space linearly and 

showing the margin 

Figure 7 : general structure for SVM algorithm 

Accuracy Measurement 
These scales are used to measure the accuracy of the model's performance in the 

classification. In order to identify these measures, one must know the confusion matrix [12], as 

shown in Table 1. 

 
Table 1 : Confusion Matrix 

  Actual 

  Yes No 

Predicted 
Yes True positive (TP) False positive (FP) 

No False negative (FN) True negative (TN) 

 

One of the simplest measures used in classification is the Accuracy scale, in which the ratio 

of expected cases matching actual cases to the total number of all expected and actual matching and 

non-conforming cases is calculated as follows. 

Number of correctly classified TP+TN
Accuracy = = 100

Total Number TP+TN+FP+FN
  (17) 

 

To calculate the inaccuracy of the Accuracy scale, it is done by subtracting the result of 

equation Error! Reference source not found. from the number 1, as follows. 

FP+FN
Inaccuracy =1-Accuracy = 100

TP+TN+FP+FN
  (18) 

 

Results and Discussion 
Data used in the study  

data is the shadow of CEM corners in a bacterial food garden on an agar plate as long time 

series with too many observations. CEM was determined by tracking using videos split as frames at 

a rate of at least 2 frames per second. The time series is a video of the worm's movement over 
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approximately 2.5 hours. As the angle of movement determines the speed of movement, so the 

angle of curvature of the worm's body is used to indicate its speed, the more the angle is sharp, the 

speed increases, so the worm travels a greater distance in less time. The degree of angles of the CE 

body ranges from 1◦ when it bends almost on itself to an angle of less than 180◦ as the largest 

possible angle when it reaches almost straightness. 

Speed is defined as the distance between the midpoints of the start frame and the end frame 

divided by the time between both frames. The average speed of CEM is estimated at least 5% of its 

length per tire, as the worm must maintain this speed continuously, compensating for the delay 

caused by stopping for some reason by adjusting the speed by increasing its speed by increasing the 

intensity of the angles of movement until the required speed rate is reached [13].  

 

 

 

 

 

 

 

 

 

 

 

Figure 8 Below shows the curves of the CE of many different angles depicted from 

different dimensions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 : CE swimming and motion in different angles and dimensions [14]. 
 

In certain studies, the interest is in studying when the worm travels greater distances in less 

time, when it moves quickly, that is, when it moves in sharp angles. There are other studies in 

which the concern is about the stops of the worm due to a problem or a slowness of its movement, 

that is, when its movement is at relatively obtuse angles. Therefore, the positive quality and the 

negative case are determined according to the nature of the study. And because it is difficult to 

predict this number of numerical values for the CEM angles because the values are many and close 

to each other, but these angles can be classified categorically according to the speed of movement 

into fast movement with sharp angles that represent the positive quality (+1) and slow movement 

with obtuse angles that represent the negative quality (-1), binary classification. In this study, it has 

been relied on transferring the degrees of CEM angles into graphic forms through two-dimensional 

grayscale images, as shown in  
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Figure 9 below. 

 

 
 

 

 
 

 

 

Figure 9 : samples of transferring degrees of CEM angles into graphic forms 
 

 

The number of CEM time series observations was (17984) for five strains (the N2 reference 

strain, goa-1, unc-1, unc-38 and unc-63). Two time series were randomly selected from each strain 

and each time series represented the CEM of a single CE worm. The two-dimensional images 

represent the independent variable (x). These images were classified into two categories (1 and -1), 

which are acute and obtuse, for the purpose of representing the dependent variable (y). 

The CNN method is particularly suitable for analyzing image data of the angle shapes 

formed by the CE when it moves in the form of observation per unit time within the range 

approximately (1˚) to approximately (177˚). The threshold limit between acute and obtuse angles is 

angle (90) for binary classification. 

To create the input variable for the CNN method, each time series was converted from its 

numerical format and formed into two-dimensional images using the MATLAB program, by 

drawing the angle that takes the range (1-177), and then saving each time series variable as a four-

dimensional matrix. The first and second dimensions represent the dimensions of each image for the 

angle corresponding to each view. As for the fourth dimension of the image, it represents the 

sequence of viewing that was expressed as an image. In this study, CEM images appeared 

automatically with a size of (246×251) pixels, with a number of 14400 views, equivalent to 

approximately 80% of the total views, and their numbers 17984 views corresponding to the training 

period, and 3584 views, approximately 20% of the total views for a period, therefore, the final size 

of the input variable image is (246×251×1×17984) pixels. 
 

CNN 
The general framework of the CNN implementation algorithm includes the implementation of 

several sequential steps as follows. 

1. Converting the observations from their digital state into a single four-dimensional matrix that 

collects the images together. 

2. Determining the positive and negative categories of the target variable in two qualities, acute 

and obtuse angles. 

3. Dividing the time series observations into two groups for training and testing. 

4. Determining the structure of the convolutional neural network, the input layer, the hidden 

layer (2), and the output layer, meaning that the number of layers in general is (1-2-1). 

5. Determining the size of the filter (3×3), the number of filters (8), the padding (3×3), and one 

stride in the first hidden layer, as is common in previous works.  

6. Figure 10 shows the size of the image, the size of the filter, and the process of wrapping the 

filter on a part of the image. 

7. Add the bias value with each element of the matrix (250×255×8) resulting from step 5 and 

equation Error! Reference source not found. and apply the ReLU function to it. 

8. Average Pooling of size (2×2) and step (2) were applied to the result of the ReLU function, 

which results in the size of the output variable with dimensions (125×127×8). 

9. Combining the outputs of average pooling in one column by a process called Flatten. A vector 

of size (127000×1) is obtained representing the Fully Connected Layer to which the 
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Regression Layer is connected. 

10. After determining the learning rate (0.01), the process was stopped at the eighth 

iteration after obtaining the required learning rate. 

11. Converting all-time series values of the regression layer output variable according to 

equation Error! Reference source not found.. 

12. Measuring the accuracy of the classification model by applying equation 

Error! Reference source not found.. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
Figure 10: the size of filter with convolution for part 

of image. 

 
Figure 11 : CNN Algorithm 

 

 

Figure 11 above shows the convolutional neural network algorithm that was applied to the 

motion angle images of the worm. The results of measuring the accuracy of the classification model 

for the training and testing data are as in Table 2 below. 
 

Table 2 : The results of classification model accuracy 
 

Fifth strain Forth strain Third strain Second strain First strain  
100% 100% 100% 100% 100% Training data 

100% 100% 100% 100% 100% Testing data 

100% 100% 100% 100% 100% Training data 

100% 100% 100% 100% 100% Testing data 

 

AR 
Depending on the principle of autoregressive and autocorrelation, the rank of the Auto 

Regressive (AR) model was determined through the Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF), regardless of the stability of the data, it is possible to deduce that 

the best autoregressive model for the first strain sample, as in Figure 12 below is AR(5), because 

ACF gives a gradually decaying pattern with slow decay, which indicates instability. While PACF 

gives a pattern of sudden interruption after (5) time lags as in Figure 13. 
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Figure 12: (ACF) Autocorrelation of the first 

strain sample 

 Figure 13 : (PACF) Partial Autocorrelation of the 

first strain sample 

Accordingly, after applying the ACF autocorrelation function on the training data, the time 

lags referred to in Table 3 below were used. 
 

Table 3 : The most appropriate autocorrelation ranks 
 

Fifth strain Forth strain Third strain Second strain First strain  
8 8 7 5 5 First sample 

2 7 6 5 5 Second sample 
 

SVM 
The general framework of the SVM implementation algorithm includes the implementation of 

several sequential steps as follows. 

1. Using the optimal autoregressive variables based on Table 3 to determine the input variables 

for the SVM method. 

2. Determining the positive and negative categories of the target variable with two qualities, acute 

and obtuse angles. 

3. Dividing the time series observations into two groups, training and testing. 

4. Building the best SVM model using the training data for the purpose of binary classification 

and the kernel function used is as in equation Error! Reference source not found. using the 

directive (fitcsvm(XTrain,YTrain)) in MATLAB program. 

5. Using the model in the previous step to classify the data in the test period using the directive 

(predict(SVMModel2,XTest)) in the MATLAB program.. 

6. Measuring the accuracy of the classification model by applying equation 

Error! Reference source not found.. 

The results of measuring the accuracy of the classification model for the training and testing 

data are as in Table 4 below. 
 

Table 4 :Classification accuracy of the five strains of training and test data using SVM. 

Fifth strain Forth strain Third strain Second strain First strain  
99% 98% 98% 97% 99% Training data 

99% 98% 99% 97% 97% Testing data 

99%  99% 99%  97% 99%  Training data 

99% 99% 98% 98% 98% Testing data 
 

Conclusions 
In this study CNN method is used which concerns about transferring digital observations to 

images as suggested method to improve the results of classification accuracy of time series data for 

CE worm. Two samples of data are used each one of them contains five strains and the results show 

overpassing the suggested method CNN on SVM as an alternative classification method when using 

AR as a main source to determine the number of input variables to SVM. Scale classification 

accuracy is used to show the quality of classification. Using CNN method as optimum way can be 

concluded with time series data after transferring its observations to images for one of the 

roundworms types which have too many time series observations. 
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  انؼشاق ،انًٕصم، جايؼت انًٕصم ،كهٍت ػهٕو انحاسٕب ٔانشٌاضٍاث، لسى الاحصاء ٔانًؼهٕياتٍت

 

 معلومات البحث
 

 المستخلص

 تواريخ البحث:

 
 دٔدة انشبذاء انششٍمت بؼض إَٔاع انذٌذاٌ الأسطٕاٍَت يثميٍ انًٓى دساست حشكت     

Caenorhabditis elegan (CE)  نهتؼشف ػهى الأفؼال ٔسدٔد انفؼم ٔتأثٍشاتٓا ػهى حٍاة

انًًثهت بضٔاٌا انحشكت انًٕجٍت  CEانذٔدة. فً ْزِ انذساست، ستكٌٕ انسهسهت انضيٍُت نحشكت 

يلاحظت نٓزِ انسهسهت انضيٍُت ػباسة ػٍ إطاس دسجت ًْ دساست انحانت. كم  177إنى  1بٍٍ 

 . سٍتى استخذاو انشبكت انؼصبٍت انتلافٍفٍتCEساػت نحشكت  2.5ثاٍَت( نفٍذٌٕ يذتّ  5.5يسجم )

convolutional neural network (CNN)  كأحذ تمٍُاث انتؼهى انؼًٍك نتصٍُف حشكت

CE  .ًكًتغٍش تابغ فً انحالاث انثُائٍت بُاءً ػهى صٕس صٔاٌا انحشكت انًٕجٍت كًتغٍش تٕضٍح

. تى يشاْذةٌتى تصٕس ٔتصًٍى صٕس صٔاٌا انحشكت بٕاسطت صٕسة راث بؼذٌٍ تتٕافك يغ كم 

ديج ْزِ انصٕس فً صٕسة سباػٍت الأبؼاد )يصفٕفت راث أسبؼت أبؼاد( نتًثٍم يتغٍش تٕضٍحً 

 support vector machine (SVM)ػى اانذ انًتجّش. سٍتى أٌضًا استخذاو آنت أحادي انًتغٍ

ستكٌٕ انلاخطٍت ٔػذو انٍمٍٍ ًْ انًشاكم  . فً ْزِ الإَٔاع يٍ انبٍاَاثCEنتصٍُف صٔاٌا 

يغ ْزا انُٕع يٍ  CNN ٔSVMالأكثش احتًالا كأسباب فً انتصٍُفاث انذلٍمت. ٌتى استخذاو 

ٌتفٕق  CNN اسهٕبَتائج انتصٍُف. تٕضح َتائج انًماسَاث أٌ يجًٕػاث انبٍاَاث نتحسٍٍ 

نتصٍُف ْزا انُٕع يٍ  CNN اسهٕبًٌكٍ استخذاو َستُتج اَّ تًايًا. فً انختاو،  SVMػهى 

 انسلاسم انضيٍُت بُتائج دلٍمت.

    20/2/2024انبحث:تمذٌى تاسٌخ 

 12/4/2024تاسٌخ لبٕل انبحث:

تاسٌخ سفغ انبحث ػهى انًٕلغ: 

31/12/2024 
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