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Article Information  Abstract 

Article History:  Face recognition is a computer vision approach that 

analyzes facial features to identify or verify a person's 

identity. it may be required to combine different biometric 

identification methods to improve security and recognition 

accuracy. 

To identify an individual, facial recognition systems simulate 

human face understanding and recognition abilities 

management, there is difficulty in detecting data when using 

various patterns of facial image capture, especially when 

there is a large overlap between the patterns, it takes time to 

determine a person's membership, Many statistical methods 

have been proposed in recent years, and in this study, will be 

employing the Support Vector Machine (SVM), which is a 

statistical model for face recognition that has been used for 

classification and regression tasks, so this model will be 

compared with logistic regression, one of the significant 

statistical models used in prediction, classification, and 

facial recognition. Various methods will be evaluated with a 

group of datasets and varied samples (number of images); 

this group represented the real data, which consisted of 100 

individuals. The results showed that SVM had the lowest 

mean square error (MSE) for the dataset, followed by LR, 

and all the methods reached the highest accuracy rate of 

100% for facial image recognition on real data. 
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1. Introduction  
 A computer vision approach called face recognition makes use of a digital image or video 

feed to recognize or validate an individual's identity. Face identification issues require a 

multidimensional approach that integrates expertise in computer vision and machine learning. 

This approach has acquired increasing traction as smartphones, security cameras, and facial 

recognition software have grown in popularity. 

 Due to the influence of facial images under different conditions, FR is both an important and 

difficult topic. such as managing varying lighting situations, spotting faces against crowded 
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backdrops, detecting faces of various ages and races, spotting faces that are only partially visible, 

handling faces that are hidden, managing expression variation, rotation, and more. 

 The problem of this research is to identify a person's face from several images and when there 

are different shots of the same person which is a crucial problem in practical scenarios, to deal 

with these challenges Support Vector Machines (SVM) and Logistic Regression are two 

statistical methods that have been presented in recent decades for the recognition task. These 

methods are related to face recognition in machine learning because they can learn and extract 

complex patterns from the input data. [ 1] 

 Based on the principles of statistical learning theory, the SVM is one of the important 

statistical models used in machine learning. It can quickly and efficiently solve a large number of 

classification problems, and it is an excellent classifier that can generalize across different types 

of images and offer higher classification accuracy [2]. A decision boundary dividing the faces of 

various persons can be learned by SVM. The logistic regression model is a machine-learning 

classification algorithm. The logistic regression model is a machine-learning classification 

algorithm. It simulates the relationship between the dependent variable (binary) and one or more 

independent variables (numerical). And often employed in face recognition tasks to categorize 

face images into classes or generate class scores. To finish this research, we divided it into 

four parts: the first part contained the introduction, the second part represented the material and 

methods, the third part represented the discussion of results and the fourth part contained the 

research's conclusions and recommendations.  

2. Materials and Methods 
The research dataset 

 In the age of digital technology, facial recognition has grown to be an important pattern 

recognition problem [3] and an essential aspect of people's daily lives since it allows us to 

identify individuals by looking through the lens of a reconnaissance camera. Face recognition is 

a popular research area with many applications, including computer vision and pattern 

recognition, security systems, credit cards, passports, surveillance, and more. Facial recognition 

algorithms simulate human face understanding and recognition capabilities to identify an 

individual [4-5]. 

 The data from the case under study is the first and most crucial phase in the face recognition 

process, and it is required to address this step before delving into the theoretical details of the 

technique. The individual images from a single experiment comprise the data for this study 

report, which we may demonstrate as follows: 

 The database was established by the AL-Mamoon College (Department of Business 

Administration). The database collects 1000 images from 100 students during class as shown in 

(Fig 1), and contains 10 different images taken for each student as shown in (Fig 2), using a 

digital camera to take color images from various angles. 
 

 

Figure 1: The figure shows the Individuals from real data 
 

 
 

Figure 2: The figure shows ten different images of one individual from real data 
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 The color images for each individual are converted into gray images, with sizes ranging 

between 112×92 and 10304 pixels, and in this way, we can deal with a two-dimensional digital 

matrix m×n. As there are numbers (pixel values) inside each data matrix, these numbers which 

range from 0 to 255, where 0 represents the color black and 255 the color white, might indicate 

the brightness of the light or the precision for the clarity of the image. 

Support Vector Machine 

 The Support Vector Machine (SVM) is one of the important models in statistical learning 

developed by Vladimir Vapnik in 1995. SVM is a relatively secure and flexible machine learning 

model that can perform linear or nonlinear classification [6], and works well with many practical 

problems, as a result, many attractive features of this model were introduced to solve 

classification problems and quickly were recently used to solve regression problems. 

 The key concept behind SVM is to find a hyperplane in an N-dimensional space that separates 

the data points of one class from those of another class with a larger margin [7], SVM is 

considered an ideal binary classifier due to its many characteristics such as high accuracy, fast 

solving, and strong generalizing ability so it is widely used in many applications, such as pattern 

recognition, non-linear time series predictions and financial forecasting, monitoring network 

design, and prediction of the properties of different engineering materials [8-11]. 

 The algorithm of SVM has two main types of objectives: the primal objective and the dual 

objective. The primal objective is a geometric problem, while the dual objective is an 

optimization problem in a smaller space. Depending on the problem, SVM can use either the 

primal or dual objective. 

 SVM is divided into two types, the first type is known as the linear support vector machine, 

and the second type is known as the non-linear support vector machine which will be addressed 

as shown below: 

1. Linear SVM: This type is called the linear support vector machine classifier, as it was used to 

separate linear separable data by finding the best hyperplane with a larger margin, and its 

principle of work is to find the ideal values for the equation of the straight line, which separates 

the data in the best possible way [12-13]. 

The idea of a linear SVM can be illustrated as follows: 

If we have a set of training samples (      ) and i=1,2,....,n, x    then the feature class i can be 

defined by    *    + we can find the linear decision limit in the form of the hyperplane of the 

separation of training samples as shown in the following formula [14-15]: 

         (1) 

where: W vector weights,    input vector, b bias value 

The above equation must satisfy the following: 

g ( )  {
                        
                        

} (2) 

The margin between two classes can be calculated using the following equation: 

Margin=
 

‖ ‖
 (3) 

The training samples that satisfy the constraints of the following equation are called support vectors: 

   (      ) -1                      (4) 

And can be through linear SVM to find an ideal hyperplane interval with an increase in margin 

by solving the following improvement problem and by using Lagrange multiples as shown 

below: 

min L (w, b, α)  
 

 
‖ ‖  ∑  (((   (    )   ))   )  (5) 

Since    represents a Lagrange multiplier, equation (5) represents the problem of optimizing. 

The problem of binary optimization can be expressed in the following equation: 
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   Max (Q (α))  ∑   
 

 
∑        (    )      (6) 

where: 

 ∑            
We can thus calculate the classification function (decision function) as follows: 

f ( )      (      )      (∑  
   (    ))                           (7) 

where:    the optimal weight vector for the classification which is equal to: 

        ∑  
   (  ) 

           bias value, Sign denotes the final decision of   belonging to any class. 

2. Nonlinear SVM: This type is called the nonlinear support vector machine classifier, which 

was introduced by Vapnik (2000) [13]. It was used when there were problems in the 

classification process that prevented us from using the linear decision limit, so we used the 

nonlinear decision limit by expanding the area of the original feature of the linear decision limit 

by adding quadratic or cubic functions or by adding different combinations of features to the 

original space of the feature, this is known as the Kernel trick as shown in (Table 1). 

SVM classifiers use kernels to provide the best decision boundary for separating classes, by 

projecting data into the feature space, different kernel functions can change a non-linear 

separable problem into a linear separable one, and then SVMs can discover the best separating 

hyperplane [16], because the data conversion process is not conducted explicitly, to avoid 

inefficiency in the calculation, which is done through kernel functions, which are applied to the 

original feature space, that is, it works to map data from high-dimensional areas and build a 

super-level linear interval of this data by projecting the original space with a dimension p into a 

space with a dimension r, where (r > p), and the Kernel function we can be expressed as follows 

[17-18]: 

    K (xi, xj)  =   (  )
  (  )  (8) 

Where: φ(x) mapping function, K kernel function. 

Table 1: The table shows the kinds of kernel function 

Kernel Forms Kernel Functions 

K (  , xj) =  
    Linear 

K (  , xj) =(   
     )

  Polynomial 

K (  , xj) =tanh (     xj+a), where γ > 0, and a ≥ 0 Sigmoid 

K (  , xj) = exp (−γ|        |
 
)             Radial Basis Function (RBF) 

The problem of binary optimization in equation (6) becomes as follows: 

       max (Q (α))  ∑   
 

 
∑          ( ) 

                         =∑   
 

 
∑         ( (     )) 

(9) 

The classification function (decision function) in equation (7) becomes as follows: 

f ( )      (      )      (∑  
    (    )   

 )   (10) 

The SVM algorithm can be summarized as follows: 

 Step 1: Determine the X data matrix of the original image to be recognized.  

 Step 2: Split the data into training sets (80% of the data) to train the SVM model and testing 

sets (20% of the data) to evaluate the performance of the trained SVM model. 

 Step 3: Segmentation of the original matrix data through the k-means algorithm and 

converting them into clusters, and here the conversion is made to only two groups.  

 Step 4: Estimating the model coefficients using the radial basis function (RBF) as 

follows: 
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K(xi,xj)= exp (−γ|     |
 
) 

Where γ gamma parameter, x and y are vectors, and |  |  denotes the squared Euclidean norm. 

 Step 5:  Predict labels of the input image by using predict function, the predicted label is a 

number that represents the class of the input image. 

 Step 6: The input image is compared with the rest of the images by the contribution of the 

original image parameters with the remaining image data to identify the corresponding 

image.  

 Step 7: The original image is matched with the rest of the images by absolute value and 

the image belongs to the group of images where the value is zero. 

Logistic Regression Model  

The logistic regression model is based on the fundamental supposition that the dependent 

variable (Y) or response variable follows the Bernoulli distribution [19], where a binary variable 

has a value of one (1) and the probability (p) of the response occurring, and has a value of zero 

(0) and the probability of q= (1-P) when the response does not occur [20]. The response function 

(logistics function) can be expressed as follows: 

f(z)=E (( | )  
  

     
 (11) 

The classification process is dependent on the outputs of this function, which is similar to the 

theory of probability in that values can be either zero or one. If the function's value is equal to 

one, the observation belongs to the first group and if it is equal to zero, the observation belongs 

to the second group and here represents the variable Z independent variables, and this variable 

measures the sum of the contributions of all independent variables used in this model, which is 

known as (logit), so the input of the response function is from (-∞ to +∞) while the value of the 

output is between zero and one [21]. 

The variable Z in the case of a single independent variable can be defined as equation (12): 

Z=B0+B1X1    (12) 

In the case of more than one independent variable, that is, in the case of multiple logistic 

regression, it can be written as equation (13): 

Z=B0+B1X1+B2X2+B3X3+……+BkXk   (13) 

B0, B1, ..., Bk represent the parameters of the model. 

We can by transforming the logit transformation, which is used to convert formula (99) to linear 

form, which can be illustrated as equation (14): 

g(z)=Ln [
 ( )

   ( )
]= B0+B1X1+B2X2+B3X3 …… BkXk    (14) 

 There are several kinds of methods for estimating the parameters of the logistic 

regression model, but in this study, we will focus on the most popular technique, known as the 

maximum likelihood method [22]: 

 By using logistic regression, it is possible to define the likelihood function as the 

probability of observing a specific pattern of occurrence of the desired attribute (Y=1) or non-

occurrence (Y=0) in a sample. When Y=1 for case (i), the probability of getting the observed 

data is given by the term P(Xi), whereas when Y=0 for case (i), the likelihood of getting the 

observed data is given by the term 1-P(Xi) as [23]: 

P(   | )   ( )                             if Y=1 

P(   | )     ( )                      if Y=0 

When yi follows a binomial distribution, the greatest possibility can be expressed as equation 

(15): 

L (B, Y) =∏
  

  (     )
 (  )

  (   (  ))
      

    (15) 
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The above equation can be simplified:     

L (B, Y) =∏ (
 (  )

   (  )
)  (   (  ))

   
    (16) 

 Where: 

Ln (
 (  )

   (  )
)  B  B    (17) 

By raising both sides of the equation to the natural base e, the equation becomes as follows: 

 
 (  )

   (  )
           (18) 

 Substituting into equation (16) becomes: 

L (B, Y) = ∏ (         )  (  
 
        

   
        

)               
    (19) 

Taking the equation mentioned above: 

Ln (L (B, Y) =∑    (B  B   )      (   
         )         (20) 

The LR algorithm can be summarized as follows: 

 Step 1: Determine the data matrix X of the original image to be identified. 

 Step 2: Segmentation of the original matrix data through the k-means algorithm and 

converting them into clusters, and here the conversion is made of only two groups (0,9), 

i.e., a group containing the number zero and the other group containing the number one to 

form the response variable Y.  

 Step 3: Estimating the parameters of the original image by generalizing the variable Y.  
 Step 4: Build a model of the original image entered and calculate its logarithm. 

 Step 5: The input image is compared with the rest of the images by the (contribution) of 

the original image parameters with the remaining image data to identify the 

corresponding image.  

 Step 6: The image with a lower Euclidean distance is the one that matches the original 

image when it comes to comparing it with the other images and the following formula 

illustrates the Euclidean distance: 

  (   )  √∑ (     ) 
 
    

  Comparison Criteria 

To distinguish between various facial patterns, a set of criteria can be used. Some of these 

criteria are discussed below: 

1.Accuracy rate: This criterion is used to evaluate the performance of different methods, and the 

comparison between the best methods in recognition and its formula can be calculated as follows 

[24]: 

accuracy rate = 
                                    

                     
      (21) 

2.Mean square error: The mean square error used to compare the models in the classification of 

facial patterns and can be calculated as follows [25]: 

M. S. E=∑ (    ̂ )
                                                                           

    (22) 

3. Discussion of Results   
The Support Vector Machine SVM was used with the logistics regression LR to compare 

an experimental set of data and different sample numbers (small, medium, large), i.e., number of 

images to be identified were chosen. To gain insights into the performance of the two methods 

under varying conditions to evaluate their performance in facial recognition, note that we have 

used the MATLAB programming language, the results of the real data group can be explained as 

follows:     
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Different sample numbers were selected to compare the methods, (small, medium, large), and for 

small samples (75,150) Images were selected medium samples were selected (300, 400) images, 

and for large samples were selected (800,600) images and the accuracy rate ACC was calculated 

as well as the mean squares error MSE for the three methods for comparison and table (3) shows 

the accuracy rate on real data using the SVM with LR. 

Table 2: Comparison of the accuracy rate (ACC%) on the real data 

800 600 400 300 150 75 
N 

Methods  

100 100 100 100 100 100 SVM 

100 100 100 100 100 100 LR 

We can observe through the results in (Table 2) above the high accuracy rate ACC which 

reached 100% for both methods used as shown in (Fig.3), and equal to their values despite the 

different numbers of the samples used, and this indicates that not all methods are affected by the 

increase in the sample numbers. Where we note here their efficiency in real data in terms of high 

accuracy and for all sizes of samples. 

 

Figure 3: Results of correct recognition from the real data 

Table 3: Comparison of the MSE on the real data 

800 600 400 300 150 75 

N 

 

Methods 

0.006324 0.085289 0.18648 0.10993 0.25459 0.087558 SVM 

0.1584 0.091936 0.13224 0.13267 0.19346 0.13063 LR 

The MSE values in (Table 3) show for the real data from both SVM and LR, we 

discovered that the effects of increasing sample numbers on each method differ, and even though 

we were able to observe the superiority of the Support Vector Machine SVM by obtaining the 

lowest MSE value, and even when different sample numbers were used in comparison to another 

method, followed by Logistic Regression. 

4. Conclusions and Recommendations 
4.1. Conclusion 

In this research, we employed the Support Vector Machine SVM with the logistic 

regression model LR to compare their performance in facial recognition of the data used in this 

research. Using these techniques will simplify the learning process while improving the system's 

overall functionality, the face recognition system can more effectively deal with and achieve 

better classification accuracy for facial images with several images and different shots of the 

same person. The results showed the efficiency of the Support Vector Machine (SVM) algorithm 

gave the best result by attaining the lowest value of MSE in small samples (75), medium samples 

(300), and large samples (600,800) followed by the Logistic Regression (LR) algorithm, and the 

LR algorithm attaining the lowest value of MSE in small samples (150) and medium samples 

(400),  and also we observe that both SVM and LR give a high rate of accuracy in all the cases of 

sample numbers on the real data by giving 100% accuracy.  
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4.2. Recommendation 

1. Applying other classification methods and comparing them with the methods used in this 

research to find out the best in the facial recognition process. 

2. Utilizing the same algorithms for face recognition on a different set of data with various 

sample numbers, comparing the outcomes of the algorithms for the groups, and choosing 

the best group. 

3. Depending on the results obtained in the accuracy of facial image recognition, 

government departments (Civil Status Department, Passport Directorate, airports, banks, 

security services, etc.) can use the programs used in this research, as this framework will 

help identify people through a digital image or video clip 
 

References 
[1] M. A. Ohemeng, " A Comparative Study on Support Vector Machines, " (Doctoral 

dissertation),  2017. 

[2] L. Hu and J. Cui, "Digital image recognition based on fractional-order-PCA-SVM 

coupling algorithm" Measurement, Vol.145, pp.150-159, 2019. 

[3] S. Sharma, and K. Sachdeva, "Face Recognition using PCA and SVM with Surf 

Technique, "  International Journal of Computer Applications, Vol.975, No.8887, 2015. 

[4] N. A. Al-Azzawi, and S. M. Hasan, "Detection of P2P Botnets Based on Support Vector: 

Case Study,“ Engineering and Technology Journal, Vol.32 (5 Part (A) Engineering), 

2014. 

[5] A. K. A. Hassan, and M. Alawi, "Proposed handwriting Arabic words classification 

based on discrete wavelet transforms and support vector machine, "Iraqi Journal of 

Science, Vol. 58, No.2C, pp.1159-1168, 2017.     

[6] I. Ali, et al., "Using one-class SVM with spam classification, " Iraqi Journal of Science, 

Vol. 57,  No.1B, pp.501-506, 2016. 

[7]  W. Wang, et al., "TNNL: a novel image dimensionality reduction method for face image 

recognition, " Digital Signal Processing, Vol.115, No.103082, pp. 1-11, 2021. -26, 2023.        

[8] Z. A. Mohammed, et al., " Predicting incident duration based on machine learning 

methods, " Iraqi Journal of Computers, Communications, Control and Systems 

Engineering, Vol.21, No.1, pp.1-15, 2021. 

[9] N. A. Ali, "Face recognition using stationary wavelet transform and neural network with 

support vector machine, " Iraqi Journal of Science, Vol 56, No.1B, pp. 520-530, 2015. 

[10] O. S. Qasim, and M. A. M. Al-Wazzan, " Improving the classification 

performance of supporting vector machine technology using the genetic algorithm," AL-

Rafidain Journal of Computer Sciences and Mathematics, Vol. 12, No. 2, pp. 49-60, 

2018. 

[11] M. Azimi-Pour et al., "Linear and non-linear SVM prediction for fresh properties 

and compressive strength of high-volume fly ash self-compacting concrete, "Construction 

and Building Materials, Vol.230, No. 117021, pp.1-15, 2020.  

[12] F. L. Chen and F. C. Li, " Combination of feature selection approaches with SVM 

in credit  scoring," Expert systems with applications, vol. 37, no. 7, p. 4902-4909, 2010. 

[13] C. Zhou, et al., " Face recognition based on PCA and logistic regression analysis" 

Optik, Vol.125, No.20, pp.5916-5919, 2014. 

[14] I. Pattnaik, et al., " A face recognition taxonomy and review framework towards 

dimensionality and feature quality, " Engineering Applications of Artificial Intelligence, 

Vol.126, No.107056, pp.    

[15] C. Zhou et al., "Face recognition is based on PCA image reconstruction and 

LDA," Optic, Vol. 124,  No. 22, pp. 5599-5603, 2013.         



PISSN (1681-6870) EISSN (2790-2293) (2024); Issue 56 Journal of AL-Rafidain University College for Sciences  

 

330 
 

[16] J. Fortuna and D. Capson, " Improved support vector classification using PCA 

and ICA feature space Modification," Pattern Recognition, Vol. 37, No. 6, pp. 1117-

1129, 2004.           

[17] L. Zhou et al., "Credit scoring using support vector machines with direct search 

for parameters    selection," Soft Computing, Vol. 13, p p. 149-155,  2009. 

[18] Y.  Jianqin et al., " A new color-based face detection and location by using a 

support vector  machine,"   In 8th Control, Automation, Robotics, and Vision 

Conference, Vol. 2, pp. 838-841,  IEEE, 2004. 

[19] N. B. Khalaf, and L. A. Mohammed, "Comparison of Some Methods for 

Estimating Nonparametric Binary Logistic Regression", Journal of Economics and 

Administrative Sciences, Vol. 29, No.135, pp.56-67, 2023.         

[20] R. A. Saeed, "Using the Logistic Regression Model in Studding the Assistant 

Factors to Diagnose Bladder Cancer", Journal of Economics and Administrative 

Sciences.Vol.21, No. 83, pp.342-356, 2015. 

[21] L. Khairunnahar, M. A. Hasib, R. H. B. Rezanur, M. R. Islam, and M. K. Hosain, 

"Classification of malignant and benign tissue with logistic regression", Informatics in 

Medicine Unlocked, Vol.16, No.100189, pp. 1-9, 2019. 

[22] N.A.O. Al-Nasrawi, "Using the Bootstrap Method in the Analysis and 

Comparison of Parametric   and Parametric Models", Master Thesis College of 

Administration and Economics, University of Karbala, 2017. 

[23] A. AS. H.T. Al-Jubouri, "Using SVM and LRM Logistic Regression Machine 

Model in Data Classification with Practical Application on Diabetes Patients at the 

General Ports Hospital in Basra" Master Thesis, Department of Statistics, College of 

Administration and Economics, University of Basra, 2018. 

[24]  S. Soni, R.K. Sahu, " Face recognition based on Two-Dimensional Principal 

Component Analysis (2DPCA) and Result in Comparison with Different Classifiers ", 

International Journal of Advanced Research in Computer and Communication 

Engineering, Vol. 1, Issue 10, pp. 3899-3904, 2013.   

[25] L. Huang, T. Song, "VLSI test through an improved LDA classification algorithm 

for test cost reduction", Microelectronics Journal, Vol. 125, No.105461, pp. 1-7,2022. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



                 
Sura S. Keiteb   and  Entsar A. Fadam Employing some statistical models in facial recognition 

 

331 
 

 

 553 -544 ؛78 اٌعذد ؛(4246) ٌٍعٍَٛ اٌداِعح اٌشافذيٓ وٍيح ِدٍح

JRUCS 
Rafidain -Journal of AL

College  University 

for Sciences 

PISSN: (1681-6870); EISSN: (2790-2293) 

 هجلة كلية الرافدين الجاهعة للعلوم

 
https://www.jrucs.iq Available online at: 

 
Rafidain  -AL

College University 

 

 توظيف بعض النواذج الاحصائية في التعرف علي الوجه
 

 انتصار عريبي فدعن سرى صباح كيتب
sora.sabbah1101a@coadec.uobaghdad.edu.iq entsar_arebe@coadec.uobaghdad.edu.iq 

 لسُ الازصاء، وٍيح الاداسج ٚالالرصاد، خاِعح تغذاد، تغذاد، اٌعشاق

 

 الوستخلص  هعلوهات البحث

 تواريخ البحث:

 
ِلاِر اٌٛخٗ  اسٍٛب سؤيح زاسٛتيح يمَٛ ترسٍيًاٌرعشف عٍٝ اٌٛخٖٛ ٘ٛ  

ٌرسذيذ ٘ٛيح اٌشخص أٚ اٌرسمك ِٕٙا. لذ ذىْٛ ٕ٘ان زاخح ئٌٝ اٌدّع تيٓ 

 طشق ذسذيذ اٌٙٛيح اٌثيِٛرشيح اٌّخرٍفح ٌرسسيٓ الأِٓ ٚدلح اٌرعشف.

اٌفشد، ذساوي أٔظّح اٌرعشف عٍٝ اٌٛخٗ فُٙ اٌٛخٖٛ اٌثششيح ٚئداسج ٘ٛيح ٌرسذيذ 

ٔاخ عٕذ اسرخذاَ أّٔاط ِخرٍفح لذساخ اٌرعشف، ٕ٘ان صعٛتح في اورشاف اٌثيا

ِٓ اٌرماط صٛسج اٌٛخٗ، خاصح عٕذِا يىْٛ ٕ٘ان ذذاخً وثيش تيٓ الأّٔاط، 

يسرغشق الأِش ٚلرا ٌرسذيذ عضٛيح اٌشخص ٌٍرعشف عٍٝ اٌفشد، ٚلذ ذُ الرشاذ 

اٌعذيذ ِٓ الأساٌية الإزصائيح في اٌسٕٛاخ الأخيشج،  ٚفي ٘زٖ اٌذساسح سيرُ 

( ٚ٘ي ّٔٛرج ئزصائي ٌٍرعشف عٍٝ اٌٛخٖٛ MVSاخ )ذٛظيف آٌح دعُ اٌّردٙ

ذُ اسرخذاِٗ ٌّٙاَ اٌرصٕيف ٚالأسذاس، ٌزٌه سيرُ ِماسٔح ٘زا إٌّٛرج ِع 

الأسذاس اٌٍٛخسري ٚ٘ٛ أزذ إٌّارج الإزصائيح اٌٙاِح اٌّسرخذِح في اٌرٕثإ 

ّخرٍفح ِع ِدّٛعح ِٓ اٌطشق اٌ ٚاٌرصٕيف ٚاٌرعشف عٍٝ اٌٛخٗ. سيرُ ذمييُ

اخ اٌثيأاخ ٚعيٕاخ ِرٕٛعح )عذد اٌصٛس( ؛ ذّثً ٘زٖ اٌّدّٛعح ِدّٛع

واْ ٌذيٗ  MVSفشد. أظٙشخ إٌرائح أْ  900اٌثيأاخ اٌسميميح ، اٌري ذرىْٛ ِٓ 

، ٚٚصٍد خّيع  RL( ٌّدّٛعح اٌثيأاخ ، يٍيٗ SMMأدٔٝ ِرٛسظ ِشتع خطأ )

ٝ ٪ ٌٍرعشف عٍٝ صٛسج اٌٛخٗ ع900ٍاٌطشق ئٌٝ أعٍٝ ِعذي دلح تٕسثح 

 .اٌثيأاخ اٌسميميح
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