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Abstract

In many instances, researchers and or specialists face certain problems in their researches which make
them need the range for the purpose of calculating and analyzing. Therefore in this research, we have shed
light on selecting range for a calculation of varieties, category, populations, and degrees...etc. using Bayesian
approach.
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1. Introduction

Al-Hassan.K.F addressed in previous research the selection and ranking problem
and found formulas to extract the best, least and median (in the case of odd community
and even) using the procedure Bayesian and derived the Bayesian risk. To mention them
briefly, Bayesian procedure for multinomial selection problem in (2006). AL- Hassan K.F.,
constructed the fully optimal Bayesian sequential best selection procedure (BOS) using
the dynamic programming technique in conjunction with Bayesian decision-theoretic
formulation, she compared (BOS) with Bayesian optimal fixed sample size procedure
(BOF) and found the simulation for this work.

In 2007, Saad and Kawther concluded Bayesian fixed sample size for selected least
(worst) in multinomial distribution. Later in 2011, Al Hassan complemented her work in
2007 by using functional analysis for the purposes of approximation .

In 2010 Al Hassan, developed the Bayesian selection method to find a new approach:
median selection where the sample size is odd and she found median selection when sample
size is even. Al Hassan also found the approximate of odd median by functional analysis.

The problem of selecting and ranking procedure is very important due to their wide
application to find the best and worst from a set of samples directly. In this paper, we
worked on another measure of dispersion which is the range. We used this measure since it
is needed in medical, technology, air and climate, such as temperature, humidity,
atmospheric pressure, weather forecasting and used in quality control.. .etc
2. Measure of Dispersion (range)

2.1 Defining the range

The range is defined as the difference between the maximum and minimum value in a
variable value which is frequently used by geographers in their descriptions and it is also
used in natural phenomena and human analysis, such as: continental measurement and

590


mailto:k.sultani@yahoo.com

Journal of Babylon University/Pure and Applied Sciences/ No.(3)/ Vol.(24): 2016

climatic extremes, like measuring the slope degree of the surface. In addition, it is used in
explaining the wind speed depending on atmospheric pressure between the two areas and
the distance between them. Its also used in the studies related to dams and banks design .So
another application to the identification of the range of popular television among programs
is to show the unity of spatial variation and the impact of local factors. The range is one of
the most important measures of spatial variation which reflects extremes statisticians and
spatial distance, and helps explain the results.

2.2 Application of the range

» In computer science, the range may refer to the following:

1. The likely values that may be kept in a variable: The range of a variable is given as
the set of likely values that a variable can have. In the instance of a number, the
variable is limited to the entire numbers only, and the range will cover all numbers
within its range including the maximum and minimum. For example, the range of a
signed 16-bit integer variable is all the integers from —32,768 to +32,767.

2. The upper and lower bounds of an array: When an array is numerically indexed, Its
range is the upper and lower bound of the array.

» In the music field, the range of a musical instrument could be the distance from the
lowest to the highest pitch it can produce. For a singing voice, the vocal range is
equivalent.

» In the health field, a reference range or a reference interval is the range of values for a
physiologic measurement in healthy persons. For example, the amount of creatinine in
the blood, or partial oxygen pressure).

» In mathematics and statistics, the range is the difference between the largest and
smallest values.

3. Original the problem

In many situations, the range is selected from multi (parameters, values, categories,
degrees, temperatures....etc.). The order of the data or parameters is important and
considered as a requirement. The data or parameters should be in an ascending or a
descending order, then range should be selected from finding the difference between the
highest and the lowest degrees (or data) .For examples: - Comparing temperature degree of
two readings for the same person, pulse, blood pressure, temperature degree in two cities,
and brightness of two pictures.

Now Consider a multinomial distribution which is characterized by N events (cells)

with probability p; associated with the i™ cell (i=1, 2,....,N). Let py; < Py <. < Py
denote the ordered values of p,,..., p , the "range of cells " event, is defined as that cell
which has the probability p,, associated with it. Nothing is known about the value of
p,'S, that is we do not know which cell associated with Pry» Such that e, = Py — Py -

4. Bayesian decision- theoretic formulation
For the multinomial distribution with N cells, let the unknown probability of an

observation in the i™ cell be Pi, (i=1,2,...,N). Let Qy ={p=(p;, Pys-es Py ), P; =0} be
the parameter space and D ={d,,d,,...,d} be the decision space where in the following
terminal N-decision rule:
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d; : p; is the range of cells probability (i=1, 2, ..., N).
That is, d; denote the decision to select the event associated with the i™ cell as the
Py €vent, after the sampling is terminated.
Suppose the loss function in making decisions d; defined on Qg xD which is
given as follows:
oy _ K (Pry = Pi) 1 (Ppy = )
L, py=1
0 if (Pry = Pi)

That is the loss if decision d; is made when the true value of p = p* , where k™ is,

the loss constant, giving losses in terms of cost.
The Bayesian approach requires that we specify a prior probability density function

ﬂ(E), expressing our beliefs about p before we obtain the data. From a mathematical
point of view, it would be convenient if p be the assigned a prior distribution which is a

member of a family of distributions closed under multinomial sampling or as a member of
the conjugate family. The conjugate family in this case is the family of Dirichlet

distribution. Accordingly, let P is assigned Dirichlet prior distribution with parameters

m’,n;,n;,..., Ny . The marginal distribution for p; is Beta density given by

m,—l ' - '_n'—
f(pi)=7 ( , ) , Pl (L= p)™ ™. The normalized density function
(n =1)Y(m’ —n/ —1)!
, I'm" N ,
isand 7(p) = ITp*™, where  m =>n
nr() "

Here n'=(n;,n;,.., ny), are regarded as hyper parameters specifying the prior distribution.
They can be thought of as “imaginary counts” from prior experience. The equivalent
sample size is(n; +n, +...+ny =m’). In addition to the prior information, we obtain some

sample information from the multinomial population. If there are N categories, p; is the
probability that the it category is selected in a single trail, and the trails are independent,

then the number of times each category is selected has a multinomial distribution. More
precisely, let K, be the number of times that category i is chosen in m independent trials.

| N
Then P, (K, =n,, K, =N, e, Ky =0y | Py Py) = P(0| p) = %H pY,  where
n!n,l.ngti=
N N
dn=m and > p =1
i=1 i=1

The posterior distribution is derived from the prior probability function and the
multinomial distribution by means of Bayes theorem as follows.

__P@lp)z(p) _ PM[p)z(p)
[P(n] p)z(p)d p P(n)

z(p|n)

Now,
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P(n| p Proportiorelto p... py*  and  z(p) Proportioralto pji... py™.

Then the posterior distribution is  z(p|n) Proportioral to p/**™™*.... pu™ ™,

This is a member of the Dirichlet family with parameters n=n{ +n; and m’=m’'+m

(i=1, ..., N).

Hence, the posterior distribution has density function
" _ ] ) ) ) ] R n” -

z(pln)= (m” - 1)* pit..pa T, with posterior mean ; :m—'” (i=1,2,...,N),

(n/=DL..(ny —D!

n{ will be termed the posterior frequency in the i cell. The marginal posterior
distribution for p; is the beta distribution with probability density function
v I'(m")
f(pilni): " " "
F(n)r(m" —n;
5. Deriving Stopping Risk
In this section, we derive the stopping risks (Bayes risk) of making decision d, for

linear loss function. The stopping risk (the posterior expected loss) of the terminal decision
d; when the posterior distribution for p has parameters(n/,n,n;...,ng;m"), denoted by

p" - p)™

S;(n{,nz,n;...,ng;m") can be found as follows. Let the ordered values of n/,n7,n;.... ng is

" " 4 "
Ny < Ny S NPy S, SNV

"o 4 " . ” * . ni"
S;(nf,nz,nz..,ng;m ):”(En)[l—(dn_p ) =Kk { E (b[R])_W:|

z(pln)

Now, we drive the expected value of b, , such that by, = (P —Ppy) s follows.

1 el
E (bu) =[], £ (g —Pra J9 Py, Pra) Py
Where g(p;) be the joint probability density function of the  p; — P,
9(Pgy» Ppuy) = NON =) [F(py) = F(p) "2 £ () T (ppay)
And
f(p[R])zp[N] Py
The marginal posterior probability density functions of py,, g Py are respectively

(m" —l)' -1 m"-nfy; -1
() = e )"
N (A T VA T .
m’ —1)! . e
f(p[N]) = ( ) p[yh]] 1(1_ p[N]) ) 1.

(Nfg ~ DM =iy, =1)!
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And the cumulative density function of Pry g Piny @€ respectively

m’-1 "
(m”-1)! j .
FlP) = 2 Sy ypPm @ p) ™ &
. jl—zn:tl] Jll(m -1- Jl)l [ [1]

m’-1 n
F(p[N]): z (m _11) p[N] ‘(1 p[N])mn_l_jz
by J2'(M"=1=j))!

Then,
9(Prey) = N(N 1) mf D b Ea-p )m"’l’jz—ril&.p B (L= py)™ .
" A TR ) & amr -1 P S P

(mn 1)| o1 mr—nt 1 (m"—l)! . .
" ” p NI (] — p ) IN] - - p [1] ( p ) fy—

N-2

T (-1 | = B Y | e

:N(N _1) . - . P J2 (1_p )m 2 _ ”—p Jl(l_p )m I
{Z ol (m =1, T Z pmr -1 gt T

(m"_l)l (m”_l)! ;-1 m"-nfy;-1 . nf;-1 m"—nf; -1
N 1_ [N] [1] 1_ [1]
<(n[m—1) Y (P @- Py P (@ py) ™)
Now,
(m"-1)! (m"-1)! -1 m—nt 1
N 1_ [N]
zz(mn)(p[R]) -” (/= DIM" =y, =DI\ (nf; =1)i(m” —nf}) —1)! Pt (= Praa)
nfyy = m’—nfy;~ s (m" —1)' i m—1 ! (m" —l)'
O e (T AP Y
1] [ ( N1~ P J_ZZn;,N] im —1— j,)! [N] [N] LZ% jIm —1— j,)!
i m'—1-j, ]N -2 q d
p[1] (1_ p[l]) p[1] p[N]
So,
& (m"-1)! j wg, & (m'=D! j ———
— — Py A=Pp)" =L — Py A= p)" T
|:jzzn[”N] Jz!(m -1- Jz)! ™ ™ jlznﬁ] J1!(m -1- .Il)! . . ]

_ q
t t m'-1 (m" _1)| ) . t=q [y (mn _ 1)| . s
) (_1)q(j 0 Py (= Ppg)” ’2} P = py)™
qZ::? a) = ol (m" =1 ) ™ 2 TR

| e e | —
J2=Nng 1=nfy; Jl-(m 1

m'—1 (mu _ 1) I ' ot
Let R = - p - p Iz (1_ p )m i
l |:j2‘anN] JZ'(m -1- Jz)l [N] [N] :I'

q
s m" - l ! j m’'-1-j
and let R, :|: > - ( ) — Py A= py)" ‘1}

h=niy Jl!(m" -1- Jl)!
Then,

594



Journal of Babylon University/Pure and Applied Sciences/ No.(3)/ Vol.(24): 2016

b=y bg=mpyy [\ FIND/ G R

t - 1 p by +by+.. by _g (m " 1) I
Rl p TS LI e L
1 {(( Prny) ) Z Z {(1_%]) b!..o_ (M =1-b)L..(m"-1-Db_)!

m"-1 4 a
_ (m _1)| m’-1-h
Rz - l: z h!(m"—l— h)!-p[l]h(l_ p[l])

h=ngyy
" ( 1)1 0 h\4
Ll m” —1)! [ m'—1 \d
= " ’ 1- p
h;ﬁ] hi(m —1—h)!{(1— p[l]J J (( ) )
= ((1_ p )mﬂ_l )q nil rgjl rf (m" _1)! p[l] hl.hzm'hq
A AT bl (m —1—h)L.(m”—1-h )| 1- py,
101 (m"=1)! (m"=1)! o N
E = N(N -1 . - ™
ﬂ(gln)(p[R]) Uo (N <(n[”N] ~1)i(m" —nfy, —D! (nfy —DY(m" —nf —1)!>{p[N] 4= Pp)
; ¢ m—1 - p by +by +.. 4y _g
p[rl[]ll_l(l— p[l])m _n[l]_lp[N]Z(_l)q[ j(l_ p[N])(m AR Z """ Z |:1¢:|
q=0 q b =nfn; be_q=n{n; ( - p[N])
(m"-D! mall & & (m" -1)!
b b "_1-b)! "_1-b | [(1_ p[l]) ] Z Z hl. h! "_1-h)! "_1—h 1
L (M )L..(m i q)! bty by Mt H(M )L..(m )
p o niny— m"—1-nfy nf1— m"—1-nfy L t m’—1 [(t=a)
[% _{p[N] ™ 1(1_ p[N]) i p[l] v 1(1_ p[l]) i p[l]Z(_l)q( )ﬂ(l_ p[N]) l]
Py 40 q
m"-1 m"-1 i p bty +thig (mn_l)! T m"-1
)N i e : : - py S
WS W Py b,L..b_ (M" ~1-b)L..(m"~1-b,_,)! S

m’-1 ) hy+hy +..+hy
> (m"-1)! [ Py } }dpmdpm]

h=nfy, h1!...hq!(m"—1—hl)!---(m"_l_hq)! - p[1])
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by=nfn) be_q=Ninj

1 1 (mn _ 1)| (m!/ _ 1)| m'-1 m'—1
= N(N -1 DY D) e
IO J.O ( ) <(n["N] _1)!(m”_n[’N] l)l (n[l] _1)!(m"_n[1 _1) >{Z( ) [QJ[ Z Z

by +0, +.. 4y g
(m”-1)! LY (m”-1)! Po)
b, (M"—1—b)L.(m”—1-b,_ )5 & hLhH(m” —1—h)L.(m"—1-h )| (L pyy)

hy+hy+..4h_g
N{ngt+by+b+. by g (1 _ ) m"=nfn;~L+(M"=1)(t-q)—(by +b, +. 40 _q)+q(m"-1) p[l] Ny =L+(hy +hy +..40g)
P P o) i

Py

(1_ p[ll)m"—n[”l]—l—(h1+h2+...+h )} {Z( l) [ ]|: z ...... mi . (m” l)l :|

by=nfi b =N{n)

m’-1 m"-1 " by +b, +...+bt,q
Z Z (m —1)| l: p[N] :| pn[”N]+b1+b2+..,+b|,q
' "FIN]

GG R (M =1 Bl (" —1—hy)1| (A= pyy)

p hy+hy+..4h_g

m"=nfyy—1+(M"-1)(t—q)—(by +by +.+b;_q)+(t-q) [1] f+(h+hy+..+hy) m"=nfy—L+m"+1—(hy +hy +..+hy )

Q= ppg) ™ o [(1-)} pa " A= py) " 2 APy Py
P

(mu_l)l (mn_ )l m"-1
=NN-) (————————— ———————— R D> (D || ) .
(N=1 <( Nfy = DMm" —nfy; =D (nf; —DY(m" —ngy -1 >{Z( v ( ]{ Z Z"

[ by=nfh; bi_q=N{n)
(mﬂ_l)l Z Z (mll_l)l
byl..b_ (M =1-b)L..(m"—1-b_ )5 5% hl.h(m"—1-h)L.(m"=1-h,)!"

1=npy =g 11

I(nfy; +by +..+b_ +DI((M" +n/y; +(M" =Dt —q) — (b, +b, +..+b,_,) +a(m"-1))
F((n[N]+1)m Niyy +(M" =1t -q)+q(m"-1))

C(niy; +h +..+h, +DT((M" +njy, — (b +h, +..+h))
l"(m”)

{Z( 1) (q}{ .5 (m"—1)!

b by Bl (M7 =1-b)L.(m"-1-b_,)!
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L(nfy; +hy +..+hy +JC((M" +npy = (hy +h, +..+h)

F(m”)
m’-1 (m” ]_)I
ol gL et
el (m"-1)! (n [N]J“bJr +bg+1)

hlznul' h"[lhl 4 I(m” 1- h)l (m" -1~ h)l 1_‘((n[N]-I_]')m [N]+(m” 1)(t q)+q(m”-1))
C((m"+np +(M" =Dt -q) - (b, +b, +..+b,_)) T(njy; +h +...+h, +1)

r(m") r(2(m’+1)
C((m"=npy +(M"+1) = (h +...+h, +1)
r2(m"+1)
Then,
"o "o . (m”_l)! (m”—l)! ! t
S,(nf/,ny,n;...,ng;m") =k N(N -1) —— — B (_1)q(j
2 Mg My [ <(n[N] -DI(m — N\ -D! (nm -D(m —Npy —1)!>{QZO q
(m” 1! (m” - 1)!

blzn[’;w] b oty DileDg (M =1=Db))L..(m"-1-b_ )=, hzn[%] hL.h l(m"=1-h)L.(m"-1-h,)!"
Ly +b +..+b_, +DI((M" +nfy; +(M" =1 (t - q) - (b, +b, +..+Db,_,) +g(m" 1))
L((nfy; +Dm" +nfy; +(M" =t - q) + q(m" -1))

Z Z (m"-1)! F(n[N]+b+ +b_, +1)
& R 1)L T D+ (060 (D)
C((m"+njy, +(Mm"=D)(t-q) - (b, +b, +.. +btq))F(n[N]+h1+...+hq+1)

r(m") ['(2(m"+1)
L((m"=nj;+(M"+)—(h +...+h, +1) & (m"=-1)!
'(2(m"+1) ety ”hn[q] wh(m"=1-h)!. (m”—l—hq)!'
C(njy; +b, +...+b_, +1) n/

F((n[N] +1)m” + n[N] +(m"=1)(t—-qg)+q(m"-1)) |
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