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Abstract- Software- Defined Networking (SDN) is a network architecture approach enables the network to be
intelligently and centrally controlled, or programmed, using software applications to helps operators manage the
entire network consistently and holistically. Although SDN on the surface provides a simple framework for network
programmability and monitoring, few have been said about security measures to make it resilient to hitherto
security flaws in the traditional networks and the new threats the architecture is ushering in. One of the security
weaknesses the architecture is ushering in due to separation of control and data plane is distributed Denial of
Service (DDoS) attack. The main goal of this attack is to make network resources unavailable to legitimate users
or introduce large delays. In this paper, the effect of a DDoS attack on SDN is presented, and automatic detection
and mitigation of the attacks, using an SDN application written in python with the help of the OpenFlow protocol.
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I. INTRODUCTION

Distributed denial- of- service (DDoS) is the most popular attack making network devices cannot be accessed or used

by legitimate users [1]. DDoS attacks make online services unavailable by flooding victims with traffic from multiple

attackers [2]. One of the most prominent features of SDN is the division of the data plane and the control plane as shown

in Fig. 1. The control plane makes the decisions where to send packets, and the data plane implements these decisions

and actually forwards the packets [3]. Additionally, optimal network operations can be achieved by employ the benefits

of centralization i. e. making decisions with a complete view of overall network conditions from a single and centralized

point [4]. The application layer resides on top of the control plane and is implemented by means of REST APIs. The

control plane communicates with the data plane byways as defined by an SDN standard known as OpenFlow. OpenFlow

is, therefore, a communication protocol between an SDN controller and physical switches. From an application standpoint,

OpenVSwitch (OVS) is an open- source switching software that uses OpenFlow and is supported also by cloud platforms

such as OpenStack, Mininet as virtual network emulation software [5]. The work proposes a feasible SDN-based generic

solution to mitigate DDoS attacks without adding too much overload on the network. The current proposal aims to detect

and mitigate the DDoS attack when an online server is under attack. Briefly, the proposed solution has the following

characteristics:

1) It compares at runtime the expected trend of normal traffic against the trend of monitored traffic;

2) If a significant deviation on the traffic trend is detected, then an event is created;

3) As an event associated with a DDoS attack is produced, then an SDN application programmed to start capturing and

analyzing the traffic to creates flow rules for blocking the malign traffic with OpenDayLight controller.
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Figure 1: Software Defined Networking (SDN) architecture with DDoS attack Application

II. LITERATURE SURVEY

In paper [6], the effect of the DoS attack on SDN is presented using Mininet, OpenDaylight (ODL) controller. (ICMP)

flood attack is performed on a (TCP) server and a (UDP) server which are both connected to OpenFlow switches. The

simulation results reveal a drop in network throughput from 233 Mbps to 87.4Mbps and the introduction of large jitter

between 0.003 ms and 0.789 ms during a DoS attack. This paper offers the impact of the DoS attack on SDNs without the

mitigation of the attack. [7] In this paper, proposed SDN-Guard, a comprehensive SDN solution that is able to mitigate

SDN- specific threats related to DoS attacks. By dynamically rerouting potential malicious traffic, adjusting flow timeouts,

and aggregating flow rules associated with malicious traffic. In these two papers only study DOS, not DDoS attack first

one only impact and the second take ten minutes to mitigation. [2] In this paper, studied how to utilize SDN to detect

DDoS attacks. The methods capture the flow volume feature as well as the flow rate asymmetry feature, to adaptively

change the flow monitoring granularities on all switches to quickly locate the potential victims and suspicious attackers.

[8] In this paper, propose to use Advanced Support Vector Machine (ASVM) algorithm in order to detect DDoS attacks.

Both papers in [2] and [8] talk only about DDoS detection by using POX and ONOS controllers. In [9], a firewall will

block the addresses forwarded by the server. DDoS detection method checks the incoming traffic and analyzes it. If an

attacker is found, the address will be forwarded to the firewall. The firewall will mount and block the packets. This paper

uses a third- party firewall for blocking, with four hosts and one server, using the POX controller. This solution has no

different from traditional network solutions which forwarding traffic to centralize firewall. [10] In this paper, show how a

DDoS attack can be instigated on a primary server. The attack is instigated by generating a huge number of packets with

destination IP addresses to switch which connects the primary server. The flow table rules are repeatedly installed by the

(POX) controller into this switch, leading to exhaustion of its flow table space. The paper contains a weak attack scenario,

the flow entries for the packets which are directly installed by the controller are classified as attack traffic whereas the

flow table entries for those packets which are requested by the switch are grouped under genuine traffic, by manipulating

with "TIMEOUT" parameter value without SDN application. [11] In this paper, the network constructs consist of virtual
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hosts, representing both normal users and attackers. The goal is to enable SDN programmability, against a DDoS ping

attack. Shows TCP and UDP throughputs, round- trip time as measurable by emulated network users to demonstrate the

application of SDN in resolving the attacking adverse effects with Opendaylight controller. Paper in [11] is the most similar

to this project idea. with different in testbed components, its use GNS3 emulator and VMware where this paper use Mininet

support OpenFlow for highly flexible custom routing and Software- Defined Networking. The network topology of [11]

does not customize like this paper topology its only simple mesh topology. The weakness in paper [11], it already knows

the attacker IP while this paper finds and extracts the attackers from the traffic toward the victim. In [11] the dropping rule

send to all the switches in the network so the user will be denied from all the other network, while this project perform

rule sending to specific switch, in [11] the script work manually so there is no time for mitigation can be evaluated . In

this paper python script work automatically whenever attack detected

III. OPENFLOW PROTOCOL

OpenFlow is a Layer 2 communications protocol that gives access to the forwarding plane of a network switch or

router over the network. The OpenFlow pipeline of every OpenFlow switch contains multiple flow tables, each flow table

containing multiple flow entries [12]. A flow table consists of flow entries, Match Fields, Priority, Counters, Instructions,

Timeouts and Cookie.An OpenFlow switch is an OpenFlow- enabled data switch that communicates over the OpenFlow

channel to an external controller [13]. It performs packet lookup and forwarding according to one or more flow tables and

a group table as shown in Fig. 2. The OpenFlow switch communicates with the controller and the controller manages the

switch via the OpenFlow switch protocol. They are either based on the OpenFlow protocol or compatible with it. There is

a set of actions that the controller will send to the switch to perform; forward, drop, push in a queue, quality of service

and modifying a field, i. e. , modifying VLAN tag, MAC address or IP address [14].

Figure 2: OpenFlow protocol

IV. IMPLEMENTATION

This section discusses the designing and implementation of the proposal
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A. Architecture overview of the tested Components

The system operates via a loop control among three basic architectural components in Fig. 3 part- A contains the Open-

DayLight controller, part- B include the network topology, and part-C contain SDN application. The testbed components,

namely, mininet emulator and OpenDayLight, installed with the Ubuntu operating system as shown in Fig. 4. VirtualBox is

in this testbed used with two images. The first virtual image runs the Ubuntu-based Linux operating system with the SDN

controller, namely, (ODL) Opendaylight with an IP address of 192.168.56.6. A Python script has been developed to send

through the northbound REST API of ODL a necessary commands to preplan all the OVS forwarding tables as well as to

drop the attack traffics, once detected. The second virtual image of VMware is used as a mininet VM (IP 192.168.56.3) to

create a network of virtual hosts, switches, and links. Mininet hosts run standard Linux network software, and its switches

support OpenFlow for highly flexible custom routing and Software- Defined Networking.

• Network topology consists of sixty-four hosts, named as Host1 to Host64 (with the network address from 10.0.1.0/24

to 10.0.8.0/24 each network related to one switch).

• Attackers are some of these hosts who want to disrupt the connectivity between users and the victim server.

• The victim is a server connected to switch number two with the IP address (10.0.2.60).

Figure 3: Architecture overview of the testbed components

Figure 4: The system’s conceptual model
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B. Experimental set- up

As shown in Fig. 5, the mininet emulator shows the emulated topology consisting of eight OVS nodes connect to the

central ODL controller. By creating custom Mininet topologies by using Python API. The

Figure 5: Network topology in mininet

C. Scenario of attack

The scenario assumes that DDoS attack should be preferably mitigated, to avoid the server suffering from the negative

performance effects induced by a DDoS attack. The evaluation if the main ideas behind the proposal are completely fulfilled.

Therefore, it is not the intention to perform test scenarios with thousands of nodes, a network simulator would be a more

convenient tool. Nevertheless, this option is out of the scope of the current work. With the intent of validating the most

relevant functional aspects of the proposal. Host 1, host 42, and host 64 are randomly selected for attacking the server, and

host 12 measures the reachability to the server and service performance before and after the botnets attack. Fig. 6 shows

the server traffic when there is no attack.
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Figure 6: Server rate when there is no attack

Hosts will attack the server using the Hping3 tool. Hping3 is a network tool able to send custom TCP/ IP packets.

It supports TCP, UDP, ICMP, and RAW- IP protocols, Hping3 allowing to send manipulated packets. This tool allows

controlling the size, quantity, and fragmentation of packets to overload the target and bypass or attack firewalls.

]hping3 -V -1 -d 1400 - -faster 10.0.2.60

Volumetric attack (bandwidth attack) will be used (ICMP flood) against the victim, Volumetric DDoS attacks are designed to

overwhelm internal network capacity with significantly high volumes of malicious traffic. These attacks attempt to consume

the bandwidth of the target server (10.0.2.60). To give a better idea of the QoS impact in hosts while the network was

under attack. As shown in Fig. 7, the results of the average ICMP response time were retrieved from the ping command

of host12 toward the server.

Figure 7: Host 12 ICMP response time during the attack

D. Proposed Solution

Current practices in traditional networks would be to rely on a firewall sitting at the network domain border or gateway

to drop harmful packets. With SDN All the OVS switches can be reprogrammed to drop attacker traffics at the earliest

possible locations, by using an SDN application (python script was written and developed in this paper) to capture and

analyze the traffic toward the server (victim). whenever a detection of unusual behavior happens in the traffic, application

start packet analyzing to extract the attackers IP according to the largest traffic senders, who forwarding huge traffic, for

making normal users easily reach the server, a dropping rule applies to the Openvswitch the server was connected to as

shown in Fig. 8 .The rule was forwarded from the application to OpenDayLight controller API. When Fig. 9 show the
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server traffic before and after the attack. The ovs- ofctl command- line tool used to monitoring and administering OpenFlow

in the switch. It can also show the current state of an OpenFlow switch, including features, configuration, and table entries.

The first three flow entries rules with high priority were added from the application to block malicious hosts. Applying

another scenario with different number of host or switch, the perform of the application didn’t change, because it depend

on the victim location in the network to apply the blocking rule on it.

Figure 8: Openflow table entries at Openvswich

Figure 9: Server rate after mitigation attack

V. CONCLUSIONS

This paper propose detects DDoS attack and mitigates the negative consequences of the widespread effect of that attack

on potential victims. The conducted attacks used ICMP flooding in a simple scenario. The system was able to detect and

mitigate DDoS with an average time of 100- 150 seconds. There are different methods for detecting and mitigating attacks,

each method has different used this paper focusing on a solution that works particularly well for the SDN environment, based

on its specifications, points of strength, and limitations by using the fact that the openvswitch could be programmed. The

application giving the ability to add new features and ideas in the FUTURE BEHIND the advantage of adding Openflow
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entries rules to perform an enhanced SDN environment with more functions. In future research, one could investigate

relevantly in queues for rate-limiting and for QoS implementation, rather than drop action rule.
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