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Abstract– Cardiovascular Diseases (CVDs) are consider main cause of death today a according to World Health
Organization (WHO). Because ECG signal is very important tool in monitoring and diagnosis of these disease ,
different automatic methods are proposed based on this signal. The manual analysis of ECG signals is suffered
different challenges such as differeculty of detecting and classify waveform of this signal, So, many machine learning
methods are explored to describe the anomalies ECG signal accurately . Deep learning (DL) can be used in ECG
classification, it can improve the quality of the automatic classification system. In this paper , We have proposed a
deep learning classification system using different layers of convolution, rectifier and pooling operations that can be
used to increase feature extraction of ECG signal. We have proposed two models, one is used 1-D signal , in which
we designed model for classification csv type of data for ECG signal, while in the second proposed system, we used
model for 2-D signal after convert it from its csv type . 2-D signal (ECG image) is used in order to augment the
two dimensional signal with different methods to increase the accuracy of the model by training it with geometric
transformation of the original input images such as rotation, shearing etc. The results are compared with AlexNet
and other models based on different metrics, which are used to measure performance of proposed work, the result
show that, proposed models improves efficiency of the classification in the two systems.

I. INTRODUCTION

Electrocardiogram (ECG) is very important tool in diagnosis of heart disease. It is a waveform used to explain the

activity of heart, any up normality in this signal is an indication of heart problem, so this signal can be used in heart

disease analysis[2]. Different ECG classification techniques were proposed to avoid the manual analysis of ECG signal

problems, also different machine learning methods were used to detect the up normality of this signal. The machine methods

are constructed from features mapped such as wavelet transform , stochastic method and classification such as decision

tree and Bayesian classification , the mapped or extracted features represent the properties and characteristics of the signal,

while classification is used to analysis and classify these features [3],[4].

In recent years, Deep learning, has used for data analysis. It is used for big data processing and other applications such

as image classification, speech recognition and more applications , which are require complicated processing [5]. In this

paper, we have proposed anew Convolutional Neural Network (CNN), to classify ECG signals. We have made several

contributions by design a new model as well as applying different augmentation methods to increase accuracy of the

system. We have proposed two CNNs model, the first model is one dimension model, which is used one dimension signal

(CSV dataset), this model is constructed from different types of 1-D layers such as convolution, ReLu, add and Max

pooling layer. While the second model is two dimensional model, which is used two dimension signal (image) as input,

this image is obtained by drawing 1-D signal and save it as image to be used for training and testing the model, which

is constructed from different 2-D layer such as convolution, max. pooling and soft layer. Two dimension model is very

important because it is used data augmentation , which increase the accuracy of the classification. The proposed methods
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are trained and tested by using MIT-BIH dataset.The performance of the proposed methods are evaluated by using different

metrics such as accuracy, precession, recall and F score.

II. LITERATUE SURVEY

Ankit Sanghvi and Sachin M. Bojewar in (2014) proposed an ECG classification model based on extraction feature of

ECG image by using wavelet transform to remove the high frequency noise, they are exploited wavelet transform to convert

the signal into different sub band with different resolution , which can be used to analysis the ECG signal [6].

Stalin Subbiah , Rajkumar Patro and Subbuthai in (2015), they are proposed a classification system by prepressing the

input signal to remove the signal noise, in which, there are different filters used such as FIR filter to remove the noise

from , also they used (BPN) and (SVM) as classification methods [7].

Zhaohan Xiong et.al proposed In (2017) CNN system for ECG signal classification. They used 16-layer 1D Convolutional

Neural Network (CNN). Also they used batch normalization to normalize the layers, down sampling is used by adding

pooling layer which represented by max. pooling or average pooling, the data that is used was 8528 for training while for

testing they used 3658 [5].

C. Venkatesani , P. Karthigai, Anand , S. Satheeskum and R. Kumars in (2018) proposed a system to detect the up

normality of ECG signal by prepressing the input ECG signal with DENLMS method, which is used with other filter to get

high quality with less overhead. DWT was used for approximation coefficients extraction, then QRS complex is recognized

then they used frequency domain features which is classified by using SVM classification to detect up normality [1].

In (2018), Mohammad Kachuee et.al proposed ECG classification technique by using transferable approach. The proposed

work was constructed from five layers with pooling and rectifier unit as activation function[8] . Tae Joon Jun and Hoang

Minh Nguyen in (2018) used 2-D CNN for ECG classification, where the 2D signal was image of ECG after convert it into

image.They used 2D ECG to classify it into normal or to seven arrhythmia. The classification system was made with deep

learning CNN model with (11) layers that is constructed from convolutional layers with activation and pooling layers[9].

Most of related work are used basic features of the input ECG signal after extract it depending on different methods

such as global features or by using frequency transformation techniques such as wavelet transform and discrete cosine

transform , these features are used as input to classifier method such as Support Vector machine (SVM),Artificial Neural

Network (ANN), unfortunately these feature may not represent the original signal effectively especially when the signal is

suffered from any type of noise ,which make the extracted feature not effective , also some deep leaning method is used

one dimension model , the problem with one dimension signal is that the dataset cannot be augmented, data augmentation

is very necessary especially when the dataset is not balanced,(i.e the different classes have different numbers of labels),

In this paper, we have proposed anew Convolutional Neural Network (CNN), to classify ECG signals. We have made
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several contributions by design a new model as well as applying different augmentation methods to increase accuracy of

the system. We have proposed two CNNs model, the first model is one dimension model, which is used one dimension

signal (CSV dataset),While the second model is two dimensional model, which is used two dimension signal (image) as

input, this image is obtained by drawing 1-D signal and save it as image to be used for training and testing the model,

which is constructed from different 2-D layer such as convolution, max. pooling and soft layer. Two dimension model is

very important because it is used data augmentation , which increase the accuracy of the classification by increasing the

balance of the dataset. The proposed methods are trained and tested by using MIT-BIH .

III. METHODOLOGY

In this paper, we have proposed two deep learning algorithms to classify ECG input data, the first system was based

on 1-D CNN model, which is accepted the input data as csv data, while the second system was based on 2-D input

signal(image).

A. One dimension proposed system

This system is constructed from the following stages:

1) Data collection : The dataset is constructed from the PTB Diagnostic ECG Database. and the MIT-BIH Arrhythmia

Dataset . The number of samples in both collections are used for training a deep neural network. Table I describes the

details of each category of dataset.

TABLE I
CATEGORY OF THE MIT-BIH ECG DATASET

Class Condition
N Normal
S Supra-ventricular premature
V Ventricular escape
F Normal and ventricular (Fusion)
Q Paced

2) Prepressing: This stage is used to arrange the number of samples for each ECG signal which must be equal for all

the record , also the dataset is divided into training and test data.

3) Design, training and testing 1-D model: We have design a new CNN model that is constructed from the layers

,which is shown in Fig. 1. The input is csv data (one dimension data),this input is passed through sequential layers of

convolution, rectified linear unit layer(ReLu), max.pooling, add, fully and dense layers with the sequence that is shown in

Fig. 1, which is described the details of the proposed model.At first, the input data is added with the result of first three

layers (conv-1,relu-1and conv-2) to increase the extracted features, then this features are filtered by another Relu layer

(ReLu2), this combination of layers is repeated five times, then other layers are used to arrange the data and convert it

into five class by soft max and classification layers.

4) Calculate the performance metrics: There are three basic metrics must be calculated to determine the efficiency of

the method , all these metrics are evaluated by determine the following detections:

a) (TP) : true detect arrhythmia.
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Figure 1: The proposed CNN Model architecture

b) (TN): true normally detected.

c) (FP): false detected as positive.

d) (FN): false detected as normal.

Accuracy: Represent ratio between the result that is correctly predicted (positive and negative) to the sum of all

predictions.[12],[13]

Acc =
TN + TP

FP + FN + TP + TN
(1)

Precision: Represent the ratio of the correctly positive to the total positive perdition .[12],[14]

Acc =
TP

FP + TP
(2)

Recall: Represent the ratio between the identify positive to the all truly positive( true positive and false negative)[12],[14]

Acc =
TP

TP + FN
(3)

F1-score: This factor represent normalize average of recall and precision.[14,15]

Acc =
2 ⇤ Precision ⇤ recall
Precision+ recall

(4)

B. Two dimension proposed classifier system

The second proposed system is used 2-D signal ( image) in the input stage , this signal can be constructed by converting

1-D signal (csv data) into image. Two dimension signal is very important to be used in augmentation of data ,which cannot

be performed in one dimensional ECG signal because the distortion of signal , the proposed classification method are
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described by the following steps:

• Read input data The dataset consists of (CSV) files, each row represents a signal in the dataset. The final element

of each row determines the class of the signal. MIT.BIH arrhythmia data is used in our paper.

• Data preprocessing The proposed CNN model requires 2D data , so We must first convert the (csv) data to 2D signal(

images), which is accomplished by design function that read data , plot the desired image, resize it to be used as input

to the desired model and save the image. Two dimension signal is very important in data augmentation because the

original signal is very hard to be augmented.

• Data Augmentation In one dimension model, it is very hard to add data augmentation in training set because the

distortion of one dimension signal .Two dimension augmentation with different method can increase the accuracy of

the model by provide different viewpoints of the same signal, this property is very important especially in medical

application because the most of dataset are normal and the dataset is unbalanced . There are different methods

of augmentation such as rotation ,shearing, cropping etc. In this paper, we used different cropping methods such as

left, right, top and bottom method in order to provide different shapes for the same image and increase model accuracy.

• Design CNN model We have proposed (2-D CNN) classifier for ECG beats signals. This model is constructed from

convolutions, pooling and dense layer in addition to other inherent layers like rectifier layer, which is used as activation

function after convolution layer , in this paper we used (ReLU) as activation function.

ReLU(x) = max(0, x) (5)

In order to reduce the amount of the overfitting , batch normalization is used, which can make the network more stable,

this is accomplished by discard the mean batch and normalized it by using standard deviation as described in Equation 6

and Equation 7 respectively.

@2B =
n=1X

1
(xi � µB)2 (6)

xi =
(xi � µB)p
@2B + ✏

(7)

The convolution layer convolve the layers output with filters by dot product them according to specified size of window,

in this model ,We are use convolution layer with window size (3*3) , while pooling layer is used to down sampling the

output by chose the maximum number for each (2*2) window. The proposed CNN model is described in Fig. 2. As shown

in figure , three convolution layers with 64 filter are applied sequentially, then max. pooling method with pool size (2*2)

is used to reduce the size of the data, then two convolution layers with filter 128 is used followed by max. pooling layer

(2*2),then another convolution layer with 256 filter is used to extract the features details , third max. pooling layer is used
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to reduce the data to lowest volume, then fully,dens5 and soft max layers are used to classify the data into five categories

based on the extracted characteristics.

Figure 2: The structure of the suggested 2D CNN model

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed models are trained and tested by using MIT-BIH ECG dataset, which is divided into train set and test set.

The experiments are performed on core i7 2.9GHz CPU, 16G.B RAM by using matlab 2019. We have used Stochastic

Gradient Decedent (SGD) with momentum for leaning the model, also the training of the model was based on different

batch size but the best patch size was 256, learning rate = 0.001 and weight decay was used to overcome over fitting

problem, also the experiments are performed by using 80 epochs for training the first model(1-D model) and 20 epochs

for training the second model (2-D model). The performance of the proposed methods are evaluated by using different

metrics such as accuracy, precession, recall and F score, the results are compared with another paper as described in the

following sections.

A. Results of 1-D Model

We have proposed one dimension model by design CNN model to increase the accuracy of classification of heart disease

, this model is trained and compared with other approaches. A first, the MIN-BIH arrhythmia ECG dataset is divided

into training and test sets, the size of the training set was(109150) samples, while the size of the testing set was (4000)in

which, we are take random data for each category to be used as testing data. Fig. 3 shows the relations between training

and validation accuracy and loss plots verses the epochs iterations, from figure ,there is small amount of over fitting that

is decreased with increasing the numbers of iterations . Also the accuracy on validation data is improved with increasing

epochs iteration as shown in Fig. 3.The accuracy reached to 99.97% in the training of the model, while in the testing, the

accuracy was 95.7%, average precision : 0.977 and ranking loss : 0.013.

Figure 3: The relations between training and validation accuracy and loss
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TABLE III
PROPOSED ALGORITHM WITH DIFFERENT FILTERS VALUES

Category 16 filters 32 filters 64 filters
precision recall f1-score precision recall f1-score precision recall f1-score

0 0.77 1.00 0.87 0.92 0.99 0.92 0.85 1.00 0.92
1 0.99 0.77 0.87 0.98 0.87 0.92 1.00 0.88 0.93
2 0.94 0.95 0.95 0.97 0.96 0.96 0.95 0.96 0.96
3 0.98 0.92 0.95 0.99 0.97 0.98 0.98 0.93 0.96
4 1.00 0.98 0.98 1.00 0.99 0.99 1.00 0.99 0.99

micro avg 0.92 0.92 0.92 0.96 0.96 0.96 0.95 0.95 0.95
macro avg 0.94 0.92 0.92 0.96 0.96 0.96 0.96 0.95 0.95

weighted avg 0.94 0.92 0.92 0.96 0.96 0.96 0.96 0.95 0.95

TABLE IV
PERFORMANCE METRICS FOR EACH CLASS

Classes Accuracy % Precision% f1-score

N 98.51 0.92 0.92

S 92.86 0.98 0.92

V 96.62 0.97 0.96

F 91.15 0.99 0.98

Q 99.37 1.00 0.99

The performance of the system is measured by the evaluation metric as shown in Table II, the proposed system is

achieved better results in term of precision ,which is 96% ,with accuracy value is 97.7% and recall =96%, which is good

improvement as compared with others two approaches shown in Table II. The number of filters have a great influence on

the model results ,Table III describes performance specification for the proposed model with different filters (16,32 and 64),

from table, the best result for the system is satisfied with 32 filter for convolution layers, while the performance metrics

for each class is shown in Table IV.
TABLE II

PERFORMANCE METRICS FOR THE PROPOSED ALGORITHM COMPARED WITH OTHERS APPROACHES

Method Precision Recall accuracy

Ref[16] 0.928 0.937 0.955

Ref[1] 0.95 0.95 0.951

Proposed algorithm 0.96 0.96 0.957

The confusion matrix of results is shown in Table V, We note that, there is high improvement in the matching between

the predicting results and the actual testing data. The diagonal diameter describes the matching values , however there is

low range of error ,which is appeared in the matrix as compare with other approaches .

B. Results of 2-D Model

In this paper, an enhanced two dimension convolutional network system and algorithm are proposed for prediction of

heart disease and classify it if its is founded. The system is started by converting one dimensional input data into two

dimension signal (image) for ECG signal of dataset, then this data is augmented as shown in Fig. 4, which describes the

original image and different views for the same image by using different cropping methods, then these data are used as

input to the proposed 2-D CNN model for training and classification.
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TABLE V
CONFUSION MATRIX FOR THE CLASSIFICATION CATEGORIES

Confusion matrix without normalization

N 797 2 10 0 0

S 90 684 4 3 0

V 20 3 773 3 1

F 25 0 43 732 0

Q 5 0 0 0 795

N S V F Q

True label

Predicted Label

Figure 4: Data augmentation with different cropping methods

The original image of different ECG beats are shown in Fig. 5 , which can be augmented by using cropping methods

as shown in Fig. 4, the augmented ECG image can increase the different view of the image and increase the accuracy

of the classifier. The data set was 1250 which are collected by draw the one dimension signal of ECG, these images are

distributed evenly across five classes, they are augmented by using four different cropping methods(left bottom cropping,

left upper cropping, right bottom cropping and right upper cropping), so the total image were 6250 image, 5000 images are

dedicated for training phase, while the remainder images(1250) are used for testing stage. The proposed model is trained

for 20 epochs as shown in Fig. 6 , which describes the loss function verses epoch training iterations. It is clear that, there is

small over fitting between training and validating loss, which is decreased with increasing the number of iteration epochs .
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TABLE VI
PERFORMANCE COMPARISON OF THE PROPOSED ALGORITHM VERSES ALEXNET MODEL AND REF[9]

Method Data set Precision Recall F1-score accuracy

AlexNet model
Native Data 82.67 84.496 80.77 80.40

With augmentation 91.893 91.47 91.624 91.27

Ref [9] method
Native Data 81.471 81.02 81.072 81.2

With augmentation 88.15 85 85.53 85.27

Proposed model
Native Data 87 81 82 84

With augmentation 92.325 92.639 91.992 91.93

Figure 5: The original images of five classes of ECG images

Figure 6: Training and validation loss

To measure the efficiency of the proposed system, we compare it with other classification work. Our system is achieved

high improvement as compared to other classification model. Table VII shows the advance improvement in result of the

proposed system as compared with Alex net and Joon approach [9], in terms of precision, recall, F score and accuracy.

Table VII shows the results of Alexnet for the five classes of ECG classification, while Table VIII describe the correlation

between the actual and predicted values for the different classes by using the proposed system, from Tables VII and VIII

We are noted that, although (TP) is less in the proposed method than Alexnet, the proposed method is better because it

has the lowest values for (FP).

In Tables IX and X, We are observed the difference in the values of compatibility between prediction and actual for the
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TABLE VII
CONFUSION MATRIX FOR ALEXNET MODEL WITHOUT AUGMENTATION

Classes
Actual

N S V F Q

Prediction

N 50 2 0 0 0

S 10 42 0 0 0

V 6 0 38 0 0

F 13 1 0 34 1

Q 6 0 0 1 46

TABLE VIII
CONFUSION MATRIX FOR THE PROPOSED CLASSIFICATION SYSTEM WITHOUT AUGMENTATION

Classes
Actual

N S V F Q

Prediction

N 44 0 0 2 0

S 4 48 0 1 0

V 5 0 47 1 0

F 10 0 0 33 0

Q 13 1 0 10 31

proposed method. There is a significant evolution in the values of (TP) in the proposed method as compared with Alexnet,

which is leaded to good results as shown in the tables.

TABLE IX
CONFUSION MATRIX FOR ALEXNET MODEL FOR AUGMENTED DATA

Classes
Actual

N S V F Q

Prediction

N 48 2 2 29 5

S 7 236 0 27 4

V 0 0 286 5 1

F 8 0 0 380 3

Q 5 6 2 20 325

TABLE X
CONFUSION MATRIX OF PROPOSED MODEL FOR AUGMENTED DATA

Classes
Actual

N S V F Q

Prediction

N 54 7 0 9 7

S 4 277 0 2 6

V 3 5 364 2 0

F 18 23 0 327 5

Q 10 12 2 6 357
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V. CONCLUSION

In this paper, two types of classification and prediction system were proposed based on deep neural network by design

convolutional neural network to increase the heart disease prediction and classification accuracy . The first system is based

on one dimension input signal ,which is used the csv data a input. We are designed CNN model based on convolution,

pooling and addition layer with other non-linearity functions such as ReLu, regularization. The input data was MIT-BIH

ECG dataset, which have (187) samples for each ECG beat signal, these input signal s are convolved and trained with the

proposed system and then tested with other part of the dataset ,which is selected randomly to measure the proposed system

efficiency. The proposed system is achieved accuracy better than other systems according to the performance metrics that

are used to evaluate the model accuracy. The accuracy was 97.7% , precision= 96% ,recall=96% , which are better than

other systems as described in Table II . The second system is used two dimension signal. At first, the input signal (.csv

data) is converted into two dimension signal by plot the ECG image from the original data and save it to be used in the

proposed 2-D CNN model, which is constructed from convolution, pooling, rectifier layers, the main contribution of our

paper is to use 2-D system ,which can be used to augment the data (images) in order to increasing the data size and to

provide different viewpoints for the model , and this is used to overcome the problem of unbalanced dataset. The proposed

system performance is evaluated and compared with other works. The accuracy in the training was 99.7% , while in test

was 91.93% , precision= 92.325% ,recall=92.639 ,F1 score=91.992 , these metrics values exceeded the performance values

(88.15%, 85%,85.53% and 85.27%) for precision, recall, F1 score respectively, for Ref[9] as described in tables. It is clear

that the classifier is provided better results as compared with other approaches.
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