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Abstract:  
       Speech recognition based on visual information such as the lip shape and its 
movement is referred to as lip reading. The visual features are derived according to the 
frame rate of the video sequence. The proposed work adopted in this paper is based 
upon the lower part of the human face to extract the speaker sound relevant features 
accurately and robustly from the inner edge of the lips and trace it acoustically to prove 
its unique features and the possibility of merging it with sound features by measuring 
their physiological or behavioral characteristics curves. The results were promising and 
offered a good reaction: 94% - 100%. 
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  ةانتزاع میزات الشفاه الفرید

  :الخلاصة
 

 ةالخواص المرئی .مثل شكل الشفاه وحركتھا یشار لھا بقرأة الشفاه ةالاصوات اعتمادا على المعلومات المرئیتمییز 
الوجھ البشري لاستخلاص العمل المتبنى استند على الجزء الاسفل من .  ةالمتسلسل ةاشتقت طبقا لنسبة الاطر الفدیوی

 ةلاثبات خواصھا الفرید,للشفتین  ةر السمعي والحدود الاخلیمن الاث ةوشد ةبدق ةذات العلاق ةمیزات المتكلم الفرید
فوارق منحنیات وامكانیة الدمج مع خواص الصوت باستخدام التقییس الاحیائي فیزیائیا و سلوكیا والتعرف على 

                                          % .100 -- %94:  ةتمییز جیدعرضت نسبة  ةوواعد ةكانت النتائج جید.  ةالخواص الناتج
   
  
 
 
 
 
 
 
 

*Computer Science Dept., University of Technology 
** Electromechanical Eng. Dept., University of Technology 



IJCCCE Vol.12, No.1, 2012    UNIQUE LIPS FEATURES EXTRACTION 
____________________________________________________________________________________________________ 
 
 

61 
 

1. Introduction 
Several researchers work on the nature 

of visual information in human speech 
perception [1, 2, 3, and 4]. They have 
shown that the incorporation of visual 
information into acoustic speech 
recognizers improves recognition 
performance, especially in acoustically 
noisy environments. The visual signal is 
unaffected by the presence of 
background noise or cross-talk among 
speakers. Thus the promise of audio-
visual speech recognition lies in its 
ability to extend computer speech 
recognition to adverse environments 
such as offices, airports, train station, 
etc [2]. 

  Such systems must be capable of 
tracking the lips (both inner and outer 
contour) [5], and reasoning about the 
presence/absence and position of the 
teeth and tongue on unconstrained 
speakers because the principal in 
tracking the inner mouth contour is the 
erratic appearance and disappearance of 
the teeth. Lip image required image 
enhancement, threshold, and image 
segmentation figure (1) [6]. When the 
teeth are obscured by the lips, there is 
both an edge and intensity valley along 
the inner lip contour [5, 7], but when the 
teeth are visible; there are numerous 
edges inside the mouth which serve to 
distract the tracker as in figure (2).  

   In a previous work using 
cosmetically assisted lips [5], it was 
demonstrated that visual information 
extracted from the outer lip contour 
could be used to provide robust 
recognition of speech in the presence of 
acoustic noise. In HMM-based 
recognition, the inclusion of the visual 
signal tends to stabilize the Vertebra 
state alignment [8]. This demonstrates 
that acoustic information alone is 
inadequate to accurately identify noisy 

speech. Biometrics in general involves 
measuring unique biological 
characteristics for the purpose of 
comparing unknown samples against 
known samples, usually with the goal of 
confirming some one's identity. This 
technology has attracted a great deal of 
attention in many regions of the world 
because it has potential for the security 
industry as well as other areas of human 
effort [9]. 

2. Human Lip Tracking and Sound 
 
    Visual analysis system is used to 
track the position of the mouth through 
the image sequence, and extract a 
meaningful parameter set for the shape 
of the mouth. The parameter extraction 
may employ either a classification 
strategy where the input image is 
classified to one of several possible 
types, or measuring dimensions such as 
the width and height of the mouth [8]. 
Human speech is bimodal both in 
production and perception. Human 
speech is produced by the vibration in 
the vocal tract that is composed of 
articulator organs including the 
pharynx, the nasal cavity, the tongue, 
teeth, velum, and lips, together with the 
muscles that generate facial 
expressions; a speaker produces speech 
[10]. 
 

1) The two dimension outlines of 
the lips are parameterized by 
quadratic Spline which permits 5 
parse representations of image 
data. Motion of the lips is 
represented by the x and y 
coordinates of B-Spline control 
point (x (t),y(t)),varying over 
time, a contour is then grown 
around the area identified as the 
inner mouth.. It is well known 
that human speech perception is 
enhanced by seeing the speakers 
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face and lips even in normal 
hearing adults [2, 11] .To handle 
the variable frame length of the 
word sequence, by representing 
each visual feature using a B-
Spline curve, thus transforming 
the discrete time measurement to 
the continuous domain [10,4].  

2) Most of face recognition 
research is often based on static 
face image by assuming a 
neutral facial expression. 
However, the appearance of the 
face can change considerably 
during speech due to facial 
expressions [3,12]. It is also 
well-known that visual modality 
of speaker's mouth region 
provides additional speech 
information which can lead to 
improving speaker recognition 
and verification system 
performance. In general, visual 
features for automatic lip-
reading can be grouped into 
three categories which are lip 
contour (shape) based features, 
pixel (appearance) based 
features and a combination of 
both. 

    For the lip contour based features, 
inner and outer lip contour are extracted 
for geometrics such as mouth height and 
width are used in pixel based category, 
the entire image containing the 
speaker's mouth (Region of interest – 
ROI) is considered as informative lip-
reading [6].  
    In most automatic lip-reading system, 
the ROI is a square containing the 
image pixels of the speaker's mouth 
region. The ROI can also include larger 
parts of lower face, such as the jaw or 
even the entire face [6].  
 
 
 

3. The proposed work based on lip 
and voice tracking 

       We start with building software 
system covering the needed functions 
like image algebra, the arithmetic and 
logic operations. The spatial filters 
mean both median filters, and the 
enhancement filters. Then the edge 
detection operators and all histogram 
modifications (stretch, shrink, and slide) 
are used. We have employed more than 
ten people with different ages, skin 
color, and different face shape. 
    We portrayed the face of each subject 
as he/she starts saying the same 
sentence which is in the name of God 
the merciful (to make sure that there is a 
unique lip feature even with saying the 
same sentence or the same number of 
tested frames when more than one 
subject needed the same time to 
complete the sentence, so we will have 
more than ten movies to find out the 
active contour of each subject. Ulead-
Video Studio is used to isolate the 
sounds from objects films so as to use it 
as external factor. The same montage 
program applications are used in object 
segmentations and tracking in image 
sequences which are an important 
problem [8], involving the isolation of a 
single object from the rest of the images 
that may include other objects and 
background. Mainly interested in the 
edges of the lip images, Edge detection 
is one of the fundamental operations in 
image processing; the edge of items in 
an image holds much of the information 
in the image. Figure (1) and Figure (2) 
show the segmented image and its edge 
detected using Ulead-Video Studio. Our 
work followed the sequence below: 
 
Present Biometric       Capture       Process        
Store. 
 

During the enrollment and 
verification of the subject, we used a 
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biometric device, in our case the 
biometric device is a digital camera to 
provide a biometric sample.

 

Preprocessing stage included all the 
operation required for making the 
features easy to extract. The biometric 
system will extract feature information 
from the biometric sample. In 
enrollment process, the biometric 
feature information is formatted into a 
template. This template is then stored in 
a centralized biometric database.  While 
in verification process, the biometric 
feature information is formatted into a 
temporary template to be used to 
perform a search or verification. The 
template and temporary template are 
now submitted to the biometric engine 
(the identification or authentication 
process) to make a comparison against 
the suspected identity and generate a 
pass/fail output. 
   The number of masks used for edge 
detection is almost limitless. Many 
types of masks like Laplacin, Prewitt, 
and Soble are used. The Laplacin is 
seldom used by itself for edge detection, 
as a second – order derivative, it is 
unacceptably sensitive to noise, its 
magnitude produces double edges. The 
Sobel edge detection masks look for 
edges in both the horizontal and vertical 
directions and then combine this 
information into a single metric. The 
Prewitt is similar to the Sobel, but with 
different mask coefficients.    
The digital image processing is used 
depending on the image needed and on 
what we need from the processing. The 
inner lip edge is detected using digital 
image processing Figure (2) shows 
detecting edges. 
    Active contour (a set of the 
coordinates of control points on the 
contour) is defined parametrically as:          
                     V(s) = x(s), Y(s) 
                    X(s) and y(s) are x, y 
coordinates past the Contour(s) which is 

the normalized index of the control 
point [12]. 
After detecting the edge of inner mouth 
for each subject we have to extract their 
lip feature that means now we have to 
extract the active contour of each 
subject. Therefore B-Spline is used to 
perform their features. 
      A threshold is used to segment 
images in two objects (background and 
lines) that identify each person. There is 
a way to extract selection of a threshold 
(T) that separates the modes. Then any 
point (x, y) for which f(x, y) > T is 
called an object point, otherwise, the 
point is called background point [13]. 
     A threshold image g(x, y) is defined 
as:

  

 
 

                                                                      

     

 where f(x, y) is a gray level value at 

location (x, y). 

   Calculate the time, the number of 
frame, and number of tested frames for 
each subject. The subjects are taken 
from 1.41 sec to 2.08 sec to say the 
same sentence since there are 25 frames 
for each sec so there are about 34 to 50 
frames to be segmented, after 
segmentation,  9 to 13 frames are to be 
tested, 
      Table (1) shows the time taken by 
each subject, the number of frames, and 
the frames to be tested. The time taken 
by each subject to say that sentence is 
divided into 10 equal parts. Then by 
measuring the distance between the 
upper and lower lips in each part of time 
and for each frame i.e. measure the 
height of the mouth during moving time 
for each frame of that subject (m open), 

1      if   f(x, y) > T  

if   f(x, y)  <T        0 
 

g(x, y) =         



IJCCCE  Vol.12, No.1, 2012    UNIQUE LIPS FEATURES EXTRACTION  
__________________________________________________________________________________________________ 
 

64 
 

then measuring H1,H2 (the upper and 
lower lips height) as in figure (3).   
   
     Tables (2), (3), and (4) show the 
measuring result of m open, H1, H2, the 
ten divided times, and the width of m 
open. Then we draw the characteristic 
curves of times against distances for 
each subject (mentioned above). Now 
by finding out the acoustic trace for 
each subject and fixing it under that 
curve as in Figure (4) and (5). We can 
note that each subject has his unique 
characteristic curve and his acoustic 
trace (the shape and its absolute value). 
    So the relation between visual lip 
movement (represented by m open, H1, 
H2, and width) and the sound produced 
by each subject (represented by acoustic 
trace itself or its absolute value), give 
the unique characteristic performed 
from merging sound and visual image. 
The merged relation is between 
different values of m open, H1, H2, and 
width of talking mouth (each of which 
is ten values for each tested frame) 
corresponding to a different absolute 
value of acoustic trace (10*tested 
frames).       
             
4. Conclusions 
     This paper presents a technique to 
extract Information from digital 
sequence images of lips, and describes a 
new approach for utilizing active 
contours of lip-tracking based on B-
Spline. Suitable geometric features are 
extracted from speaker's lip shapes, the 
work focuses on the lip shapes and 
movement, and features can be 
recovered from speakers lip shape. Both 
subject (8&11) take the same time (1.41 
sec) to say the same sentence, so both 
have the same numbers of tested frames 
and time divisions, but each one has its 
own characteristic as seen in Figure (4) 
and Figure (5) which give different 
shapes for theirs tested frame and 

different absolute value. That means 
even if the subjects take the same time 
to say the same sentence their 
characteristic is different.  
        The result percentage changes 
depending upon the image resolution 
and free of acoustic distortion.  
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Table (1) Times, Frames, and Tested frames for each subject 

 

 

 

 

subjects number Time/ sec Frames Tested  frames 

1 2.08 50 13 

2 2.08 50 13 

3 1.83 44 11 

4 1.75 42 11 

5 1.66 40 10 

6 1.66 40 10 

7 1.50 36 9 

8 1.41 34 9 

9 1.58 38 10 

10 1.58 38 10 

11 1.41 34 9 

12 1.91 46 12 
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Table (2) Time, width and height                                     Table (3) Time, width and height  
for subject -8 tested frame 9                                             for subject -10 tested frame 10 
 

Fram
e 
No 

Time 
Sec 

Widt
h 
mm 

Heigh
t 
mout
h 
open 

H1 
Uppe
r lip 
open 

H2 
Lower 
lip 
open 

 Fram
e 
No 

Tim
e 
Sec 

Widt
h 
mm 

Heigh
t 
mout
h 
open 

H1 
Uppe
r lip 
open 

H2 
Lowe
r 
lip 
open 

1 0.15
7 

35.0 1.00 5.50 10.0 1 0.15
8 

36.0 0.00 6.00 12.50 

2 0.31
4 

32.2 4.00 4.50 10.0 2 0.31
6 

36.0 3.00 6.0 12.50 

3 0.47
1 

30.0 4.00 4.00 12.0 3 0.47
4 

3.30 8.00 8.0 14.0 

4 0.8 32.0 5.0 7.00 12.0 4 0.62
7 

35.0 8.50 7.50 14.0 

5 0.78
5 

32.0 1.50 7.00 10.0 5 0.79
0 

33.0 9.0 8.0 14.0 

6 0.94
2 

33.0 6.0 6.00 13.0 6 0.94
8 

36.0 3.50 6.0 14.5 

7 1.09
9 

30.0 4.00 7.00 7.50 7 1.10
6 

35.0 8.0 7.5 13.5 

8 1.25
6 

30.0 5.00 6.50 12.5
0 

8 1.26
4 

33.0 9.0 7.0 9.0 

9 1.41 33.0 0.00 4.00 11.0
0 

9 1.42
2 

33.0 0.00 5.0 7.0 

10 - -    10 1.58
0 

36.0 0.00 6.0 10.0 

 
 
 

Table (4) Time, width and height for subject -11 tested frames 9 
 

Frame 
No 

Time 
Sec 

Width 
mm 

Height 
mouth 
open 

H1 
Upper 

lip open 

H2 
Lower 

lip open 
1 0.157 33.0 0.00 3.00 6.00 
2 0.314 30.0 6.00 3.00 8.00 
3 0.471 29.0 7.00 4.00 9.00 
4 0.628 29.0 5.50 5.00 9.00 
5 0.785 29.0 4.50 4.00 7.00 
6 0.942 29.0 6.50 5.50 11.00 
7 1.099 30.0 8.00 4.50 8.50 
8 1.256 33.0 1.50 3.00 5.50 
9 1.41 30.0 0.00 2.50 5.00 
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Figure (1) Segmented subject image (frames) 

 

 
Figure (2) Inner lip edge detection 

 
 

 

 
Figure (3) m open, upper, and lower lips highs 
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