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Estimation For The Beta Coefficients For The
Multiple Regression
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Abstract

In many regression studies , there is an ambition to compare the relative importance of the explanatory
variables where there are different measures that can be used : t values , regression coefficient , p
values , and the frequently used is standardized regression coefficients (beta coefficients). It is can be
calculated in two ways , with both leading to the same result ,therefore , it is often difficult to say
which of the explanatory variables is most important in determining the value of the dependent
variable , since the value of the regression coefficients depends on the choice of units to measure X.
The research is dealing to calculate partial standard deviation when the joint distribution is unknown
also the research explain the relationship between the new coefficients will be similar to comparing t
values, and the important part is to explain the one weakness of the standardized coefficients when the
coefficients are used . As the partial (applied ) side of the this research has conserving the special data

of the Stock market , the price per share Y , two variables that are thought to influence stock price

average equity X,, and annual rate of dividend X, . a statistical programmed is here used that is
(SPSS,) for the analysis of the data.

Introduction

When regression models are used , there are different measures that can be used
to compare the effect of the explanatory variables ,It is often difficult to say which of
X variables is most important in determining the value of the dependent variable ,
since the value of the regression coefficients depends on the choice of units to
measure X . Standardized regression coefficients (beta coefficient) are frequently used
In quantitative social sciences. they are used for many purposes :selecting variables
,determining the relative importance of explanatory variables ,comparing the effect of
changing different variables. Standardized coefficient still used when they have been
so severely criticized? One reason is that the question of relative importance of
different variables is very difficult to answer, and to used standardized coefficient
seems to be an easy solution. Another reason might be that none of the mentioned
critiques .Recall that the size of the coefficient depends in part on the mean and
variance of the independent variable. Often, our independent variables have widely
varying mean and variances , meaning that the resulting coefficients can't be directly
compared. the usual way this is done in the statistics (not just in regression)is to
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convert the values of the independent variable into deviations .Deviations are very
similar to a Z score.

Standardized regression coefficients

Consider an estimated regression equation of y on  X;, X, ,......., X,

Y=a+ X + BoXy +nn + L X (1)

The usual interpretation of a regression coefficient g is the average change in y
when X; is change by one unit, given that the other variables are held fixed. The
regression coefficient is sometimes called partial regression coefficients to stress the
fact that the estimated effect of changing a variable is conditional on the other
variables in the regression equation held constant. For this interpretation to be valid,
assume that the model is correctly specified and that the included variables appear
only once in the equation (when the square of a variables is included to model
nonlinear relationships or interactions are included, the interpretation becomes more
difficult) .Another important remark about the usual interpretation about the
regression coefficient concerns causation. When the data do not come from an
experiment, the regression coefficient is only a descriptive characteristic of the
sample. It might not be correct to draw any conclusion about what will happen if x; is
change .A common modeling objective is to be able to compare regression
coefficients with respect to size. This comparison is difficult when the variables are
measured in different units. To overcome this problem, we used standardized
coefficient ,arguing that standardized variables are measured in comparable units,
standardized regression coefficients can be calculated in two ways , with both leading
to the same result . The idea is to express values for all independent variables in a
dataset in terms of the number of standard deviations that variable is from the its
mean. Procedurally, for each variable we should first calculate the mean and variance
across all observations. then for each observation, we subtract out the mean and
divide by the variance for each variable. So ,

Y*;’ _ * X i—X7 * X i—Xi * Xni_X; -(2)
Sy = ,81 lsfll -+ ﬂZ %22 +..... IBn Ti
X-* X ;.
i S, i=1,2,......k 3)
y o == 4)

Where x; and 9 are the means of each explanatory and dependent variables
respectively in the sample and s; , s, are the standard deviations, and then estimate

(1) by (OLS) with standardized variables each "standardized " variable has a mean of
(0) and variance of (1).

The regression coefficients in this equation are the standardized regression
coefficients. This standardization is sometimes recommended to improve
computational accuracy , The standardized coefficients have slightly different

meaning . if B, =0.55then a 1 standard deviation change in x: results in 0.55

standard deviation increase in the dependent variable.
Another possibility is first to calculate the regression coefficients by using
unstandardized variables and then multiply them by the ratio between the standard
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deviation of the respective independent variable and standard deviation of the
dependent variable :

B=Bi(S1S,) (5)

Where pi is the standardized regression coefficient . The i in (4) are identical to the
standardized coefficient estimates from OLS on the standardized variables in (3,4)
Another formula shows estimates the standardized coefficients by using correlation
coefficients as :

x gy —(rp™rys)

ﬂl - 1_r212 ...... (6)
* ry>—(ro>™*ry;)

£ = ).

The regression coefficient between two standardized variables is equal to the
covariance of them. Therefore the correlation matrix is the same as the covariance
matrix. that is the variances of the standardized variables equal to 1 , and the
covariance equal the correlations ,also by the use of standardized coefficients you
can compute R? by :

R? :Z,Bk**ryk OR
R =(B8)+ (B, )2 +2* B * B, *r,

Inconsistency in the calculation of standardized coefficients

Consider the following example ;blood pressure is regressed on weight and height
blood pressure=«a + S, weight + 5, height + ¢. (8)

the standardized coefficient is calculated by multiplying g, by s, The inconsistency
in this calculation arises because g, and s, refer to different populations. The

regression coefficient , g, , is interpretable only under the restriction that height is
held constant ,whereas s, measures the spread in weight among all people in the
sample , regardless of their heights .to clarify this consider an example .

Table: (1) Blood pressure ,Height ,and Weight for nine patients

Blood pressure Height Weight >
Group (mm Hg) Centimeters) (Kilograms) | Standard deviation ( S )
of weight within the group
A 103 160 55
A 123 160 60 5
A 112 160 65
B 146 170 65
B 131 170 70 5
B 119 170 75
C 152 180 75
C 133 180 80 5
C 140 180 85
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In this table keeping height constant is equivalent to be longing to one of groups

A,B,C when the standardized coefficient is calculated , ﬂA

1
standard deviation in the whole sample (s=9.7).
but this estimate of 9.7 is irrelevant when the analysis is conditioned on height held
constant because the conditional variation in weight is much smaller than 9.7

is multiplied with the

(s=5 ineach group)

Calculation of partial standard deviation

If the independent variables follow a multivariate normal distribution, then it is easy
to calculate partial standard deviation . In most applications ,the joint distribution is
unknown , and it is therefore not possible to calculate the conditional distribution. The
conditional standard deviation for x; ,can be estimated by regressing x; on the other
independent variables. Under an assumption of homoskedasticity ,the partial standard
deviation can be estimated by the square root of the mean squared error. Alternatively,
this estimate could easier be obtained by using the variance inflation factor (VIF)
computed by most statistical computer packages .When y is regressed on
Xps Xy yeereens , X, each independent variable is associated with a VIF

VIF =1/(1-R%-1 ) ....(9)

Where (R%c1 ) is the coefficient of determination when xiis regressed on the (k-1)
other independent variables .The VIF tells us :
The degree to which the standard error of the predictor is increased due to the
predictor's correlation with the other predictors in the model.
Then the partial standard deviation is

s% =%\/n—1/n—k ...... (10)
the partial standard deviation will remain a more relevant indicator of spread than
unconditional standard deviation . If all variables are standardized first, using the
partial standard deviation gives

DaY —>Z|
<. — = (1)

[] S;

And the new standardized coefficients will be equal to the ordinary regression
coefficients , calculated on the standardized variables.

The new standardized coefficient

Assume we want to reduce the variance in y by manipulating one and only one of the
independent variables . all of the other variables have the remain unchanged. Which
variable should we change? There are at least two factors relevant for this decision :
1) What is the effect of changing a variable given the other held constant?

2) By how much is it possible to change a variable without changing the other
independent variables?

The regression coefficient S, answers the first question and the answer of the

second question when is used the partial standard deviation Si*, the relative

importance should be evaluated by estimating the expected change in y caused by the
greatest likely change in xi, for example blood pressure is regressed on weight and
height , the variation in weight among people of the same height is much better
indicated by the partial standard deviation than by the standard deviation . We can not
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expect people of the certain height to have the same variation in weight as people with
different heights.

Relationship between standardized coefficients and t values

In most regression applications, a t value is calculated for each independent variable.
These t values are often used as a criteria and for tests significance . the t values are

tt=2= . (12)

Sbl
where
S

S, = -
* \/Z(xai—xi ) (1-17)
And s¢ is the standard deviation of the residuals.

Comparing the magnitude of two t values by calculating the ratio between them
gives

i=1,2,....k ....(13)

L bn/Z(xal—il)Z«/l— e (14)

tz bZ\/Z(XaZ _)zz)z’\/:l-_r-z2

The ratio between the two variables g values is

N by (/D (Xa1 —x"1)2 /(v/n—k)y/ 1-n?
ST N2 STy 2, 15
& bZ(W—X_Z)Z/M)fl_rZZ (15)

_ b1 VZ(Xal_X;)Z\/l_rlz ............. (16)
bz \/Z(XaZ - Xzi)z \/1_ r'22

From which it is seen that

-

o . b (17)

o2 to Hence , instead of comparing the new standardized
coefficients, we could compare  t value

Application

Stock market analysts are continually searching for reliable predictors of stock price.
Consider the problem of modeling the price per share, Y, of electric utility stocks.
Two variables that are thought to influence stock price are return on average equity X1
, and annual rate of dividend x: . the stock prices, returns on equity, and dividend
rates for a sample of 16 nonnuclear electric utility stocks are shown in the
accompanying table . the model is

ECY) = Bo + BiX + BaX,
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Table (2) : Nonnuclear stocks

Y X1 X2
25 15.2 2.60
20 13.9 2.14
15 15.8 1.52
34 12.8 3.12
20 6.9 2.48
33 14.6 3.08
28 15.4 2.92
30 17.3 2.76
23 13.7 2.36
24 12.7 2.36
25 15.3 2.56
26 15.2 2.80
26 12.0 2.72
20 15.3 1.92
20 13.7 1.92
13 13.3 1.60

Source: United Business Investment Report
Below is the regression output :
Table (3) : Values of Beta regression coefficients

Coefficients?

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -9.954 3.405 -2.923 .012
x1 476 .186 .190 2.556 .024
X2 11.194 877 .947 12.761 .000

a. Dependent Variable: y

Table (4): Correlation Matrix

y x1 X2

Correlation Y1 1.000 .178 .945
x1l 178 1.000 -.012

X2 | 945 -.012 1.000

From table ( 3) the regression equation is :

Yy =B+ BiX + B,
= -9.954 +0.476 X1 + 11.194 X,
/81* = [ Ssxy1
=0.476 *(2.3221 / 5.830 )
=0.19

/82* = 2 Ssxyz
=11.194 * (0.493 / 5.830 )
=0.947
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OR from table ( 4 ) and by using the formula (14 , 15 ) we compute the
standardized coefficients which given the same result .

B

/3, =0.178 - (-0.012 * 0.945 ) / 1-(-0.012)2
=0.19

e

/3. =0.945-(-0.012 * 0.178 ) / 1-(-0.012)?

=0.947
Computing R?
R2=(0.19 *0.178) + ( 0.94 * 0.945)
=0.0338 + 0.8949 = 0.92 OR
R2 = (0.19)2 + (0.94)% + 2*(0.19) *(0.94 ) * (-0.012)
=0.0361 + 0.8836 — 0.0042
=0.9297 - 0.0042
=0.92
t1 / tp =2556/12.761 = 0.202

£ £, =0.19/0.94=0.202

Hence standardized coefficients tell you how increases in the dependent variables
affect relative position within the group . You can determine whether one standard
deviation change in one independent variable produces more of a change in relative
position than one standard deviation change in another independent variable.

Conclusions

1-Standardization is the process by which the new data transformed into new
variables that have mean 0 and variance of 1

2- Standardized variables don't have any units, they are just numbers you can
compare them regardless of the scale of the original variables.

3- The standardization should be done with partial standard deviations instead
ordinary standard deviation .

4- Comparing new standardized regression coefficients is equivalent to comparing
t values

5- Standardized coefficients provide an easy means for computing R?.
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