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Abstract 
In this paper, the Invasive Weeds optimization( IWO) is exploited to produce the array 

radiation pattern that is nearest to the desired objective which exhibits sidelobe level (SLL) 

suppression and/or null placement. The inter-element position of even element Linear Arrays Array 

(LAA) is optimized and relocated whilst maintaining uniform excitation over the array aperture and the 

phase of the antenna . IWO method is utilized here as an adaptive beam former that makes a uniform 

linear antenna array steer the main lobe towards the Direction of Arrival (DoA) of a desired signal, 

form nulls towards the respective DoA of several interference signals and achieve low side lobe level 

(SLL). The IWO algorithm can be successfully used to locate the optimum element positions based on 

symmetric. The results obtained showed that the IWO algorithm is capable of finding the optimal 

solution in most cases with superior performance over conventional  and particle swarm optimization 

(PSO) methods. 

Keywords: Invasive Weeds optimization (IWO) , Particle Swarm Optimization (PSO),  Linear 

Antenna Arrays (LAA), Side Lobe Level (SLL). 

 الخلاصة
 الحرهل لغخض Invasive Weeds optimization (IWO)  الزارة العذبة خهارزمية استعسال تم البحث ىحا في

 تقليل  مع sidelobe (SLL) فييا مخغهب الغيخ الجانبية الحدم يلغي الحي و اليجف السطلهب إلى أقخب ىه الحي الإشعاع نسط على
 على الحفاظ مع Linear Arrays Array (LAA) الخطي اليهائي في الجاخلية العشاصخ مهاقع تم تحدين .الخئيدية الحدمة عخض
. لليهائي الجاخلية للعشاصخ الجقيقة السهاقع تحجيج في بشجاح IWO خهارزمية استخجمت قج و  لليهائي الطهر و السشتعسة الذجة

  الهصهل نحه اتجاه الخطي لليهائي السهحجة للسجسهعة mainlob  (ML)ةالخئيدي الحدمة بتهجيو وتقليل عخض IWO وتدتخجم
Direction    of Arrival(DoA) الجانبية  الحدمة انخفاض مدتهى   معالإشارة السطلهبة  من(SLL) . الشتائج أن وأظيخت 

 الطخائق حدابعلى  التحدين متفهق على أداء مع مععم الحالات في الأمثلالحل  إيجاد على ةقادر   IWO الزارة العذبة خهارزمية
 particle swarm optimization (PSO.)وخهارزمية الحذج الجدئي   التقليجية

 .الجانبية الحزمة, اليهائي الخطي, وخوارزمية الحشد الجزئيخهارزمية العذبة الزارة,   : الدالة الكلمات
1. Introduction 
  The antenna arrays are now the milestone for modern communication 

systems. Numerous studies on antenna arrays have been widely applied in phase array 

radar, satellite communications and other fields. The array pattern of an antenna array 

should possess high power gain, lower sidelobe levels, controllable beamwidth. They 

play a major role in the design of smart antenna arrays. The antenna arrays can be 

steered electronically toward the desired destination without the involvement of any 

mechanical parts using smart antenna algorithms [Deng J.H. et al., 2011, Jabbar A.N., 

2011]. Antenna design problems and applications always involve optimization 

processes that must be solved efficiently and effectively. T o solve an antenna 

problem, an engineer must envisage a proper view of the problem in the hand. So, the 

design is the struggle of the designer for finding a solution which best suits the 

sketched view. In support of this need, there have been various optimization 

techniques proposed by antenna designers. Researchers around the world are 

investigating the possibility of building the optimum array. This array should have no 

side-lobe levels (SLLs). There are many approaches to achieve an optimized array. 

The ways to improve array response might concentrate on increasing the directivity 

(thinning the beam width angle) or decreasing the SLL or pushing the SLLs away 

from the main-lobe (ML) [Singh H., Jha R.M. 2012] .  
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Many approaches were put to test to achieve this goal. These approaches are either 

statistical approaches, evolutionary , or modified algorithms . The physical locations 

of the elements are left intact. This means that the tuning frequencies are not altered. 

In this research [Li N., Appl., 2011, Wang X.K., Jiao, Y.C., Tan, Y-Y. 2012]. The 

desired radiation pattern of the antenna array can be realized by determining the 

physical layout of the antenna array and by choosing suitable complex excitation of 

the amplitude and phase of the currents that are applied on the array elements. Thus, 

evolutional optimization algorithm such as genetic algorithm (GA), simulated 

annealing (SA), and particle swarm optimization (PSO), and Invasive Weed 

Optimization (IWO) have been introduced in antenna designs. [Rattan M., Patterh M. 

S., and Sohi B. S. 2008]. 
Currently, IWO algorithm is applied in many practical problems especially in 

electromagnetics. It has been used to obtain excitation coefficients of reconfigurable 

antenna arrays [Mallahzadeh A. R., 2008]; optimize the amplitude, phase, spacing 

and position of the elements in 37-element hexagon array and suppress the SLL of 

linear array   [Bevelacqua P. J. and Balanis C. A., 2007].  

2. Linear Antenna Array Synthesis 
A one-dimensional symmetric LAA is assumed which is placed along the x-axis as 

depicted in Fig. 1. It has even number of elements up to N. The array factor is. 

 
where k, In, βn, Ø , and dn are the wave number β= 2π/λ, excitation amplitude, phase, 

observation angle, and location of the nth element from the reference node at the 

origin, respectively. Assuming uniform excitation of amplitude, In = 1 and phase βn = 

0, the array factor can be written as [Yang, F. et al, 2007]. 

 

 
Figure 1: 2N linear array geometry. 

3. Invasive Weed Optimization Method 
To simulate the colonizing behavior of weeds some basic properties of the process is 

considered below [Mehrabian A.R. and Lucas C. 2006, Akbarzadeh A. and                         

Sadeghi M.,  June 2011] 
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1-First of all, the N parameters (variables) that need to be optimized should be 

selected. Then, for each of these variables in the N-dimensional solution space, 

a maximum and minimum value should be assigned (defining the solution 

space). 

2- A finite number of seeds are being randomly dispread over the defined solution 

space. In other words, each seed takes a random position in the N-dimensional 

problem space. Each seed’s position is an initial solution, containing N values 

for the N variables, of the optimization problem (initialize population). 

3- Each initial seed grows to a flowering plant. That is, the fitness function, defined to 

represent the goodness of the solution, returns a fitness value for each seed. 

After assigning the fitness value to the corresponding seed, it is called a plant 

(Evaluate the fitness of each individual). 

4- Before the flowering plants produce new seeds, they are ranked based on their 

assigned fitness values. Then, each flowering plant is allowed to produce seeds 

depending on its ranking in the colony. In other words, the number of seeds 

each plant produces depends on its fitness value or ranking and increases from 

the minimum possible seeds production, Smin , to its maximum, Smax. Those 

seeds that solve the problem better correspond to the plants which are more 

adapted to the colony and consequently produce more seeds. This step adds an 

important property to the algorithm by allowing all of the plants to participate in 

the reproduction contest (Rank the population and reproduce new seeds). 

5- The produced seeds in this step are being dispread over the search space by 

normally distributed random numbers with mean equal to the location of the 

producing plants and varying standard deviations. The standard deviation (SD) 

at the present time step can be expressed by Eq. 2  [Halder U., Das S., Maity D., 

etal ,2011] 

                

                                                        
where itermax is the maximum number of iterations, σiter is the SD at the present step 

and n is the nonlinear modulation index. 

6- After that all seeds have found their positions over the search area, the new seeds 

grow to the flowering plants and then, they are ranked together with their 

parents. Plants with lower ranking in the colony are eliminated to reach the 

maximum number of plants in the colony, . It is obvious that the number of 

fitness evaluations, the population size, is more than the maximum number of 

plants in the colony (competitive exclusion). 

7- Survived plants can produce new seeds based on their ranking in the colony. The 

process is repeated at step 3 till either the maximum number of iteration is 

reached or the fitness criterion is met (repeat). 

3.1. Competitive Exclusion 
If a plant leaves no offspring then it would go extinct, otherwise they would 

take over the world. Thus, there is a need for some kind of competition between 

plants for limiting the maximum number of plants in a colony. After passing some 

iterations, the number of plants in a colony will reach its maximum level by fast 

reproduction, however, it is expected that the fitter plants have been reproduced more 

than the undesirable plants. By reaching the maximum number of plants in the colony 

(Pmax), a mechanism for eliminating the plants with poor fitness in the generation 

activates. The elimination mechanism works as follows: when the maximum number 

of weeds in a colony is reached, each weed is allowed to produce seeds according to 



 
 

 
 

453 

the mechanism mentioned in the section 3 item 3. The produced seeds are then 

allowed to spread over the search area according to section 3 item 4. When all seeds 

have found their position in the search area, they are ranked together with their 

parents (as a colony of weeds). Next, the weeds with lower fitness are eliminated to 

reach the maximum allowable population in a colony. In this way, the plants and 

offsprings are ranked together and the ones with better fitness survive and are allowed 

to replicate. The population control mechanism is also applied to their offspring up to 

the end of a given run, realizing competitive exclusion. Consider a set of population 

or swarm of matrix X, with elements that are referred as plants or agents. Each plant 

represents possible solution in defined population size, maxplant. For an N-

dimensional problem, the position of the i-th plants (i = 1,..., maxplant) is represented 

as: 

                                                                       
i.e., the position coordinates of the elements. xi1 is limited between search space , The 

i-th plant in the solution space is determined by fitness function value which depends 

on the plant value. Every time the value of the fitness function i.e., F is minimized, 

the plant values is improved by new generations of seeds, each plant will generate 

number of seeds which are limited between two boundaries, seedmax and seedmin. 

These seeds spread over the search space according to Eq. 2 and will generate new 

plants during in search space to fine new generation [Mallahzadeh A. R.,2008].  

The IWO is employed to optimize the optimum element position in order to 

improve the radiation pattern of the LAA, with maxplant = 60. The objective of the 

algorithm is to find the optimum values G, that corresponds to the minimum value of 

the fitness function, Fmin. The fitness function identifies how good the value vector of 

each plant satisfies the requirements of the optimization problem. The fitness function 

is computed by Eq. 3:                 

 
where s is the region where the SLL is suppressed and n is the angle where the 

nulls are placed. As the fitness function decreases, the radiation pattern improves with 

related plant's value xiN .Therefore, when the fitness function discovers its optimized 

minimum value, the IWO algorithm will terminate successfully. 

4. Particle Swarm optimization 
PSO was originally created by Kennedy et al.  during their observation of wild 

life communities. Thereafter, they discovered the optimization capability of this 

algorithm. The PSO is based on the observation of how the bird flocks or fish schools 

or any similar communities behave during their mass migration from one area to 

another. These particles tend to organize themselves in tight formation to follow the 

leader which has the best fitness. Every particle should maintain a distance from its 

neighbor particle to avoid collision, unlike the IWO that allows the particles to 

coincide on the same spot. Each particle is a candidate for a solution. Once one of the 

particles discovers a solution, the rest of the particles follow it. During the process the 

other particles are sweeping the area for better solutions to take the lead. To formulate 
the algorithm, first start by generating the particle population randomly using a 

uniform probability density and then Eq.4.1and 4.2 are used for updating both of the 

velocity and the position of each particle [Kennedy J.   Eberhart R. 1995]. 
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Where w is inertia weight, c1 and c2 are acceleration constants and r is a 

random number, the range [0,1]. For equation (4.1), the first part represents the inertia 

of pervious velocity; the second part is the “cognition” part, which represents the 

private thinking by  itself; the third part is the “social” part, which represents the 

cooperation among               the particles.  is the personal best position 

recorded by particle i, while is the global best position obtained by any particle 

in the population. 

However, for the highly connected networks, the faster convergence comes at 

the price of susceptibility to local minima, mainly due to the fact that the extent of 

coverage in the search space is less than for less connected social networks. For 

sparsely connected networks with a large amount of clustering in neighborhoods, it 

can also happen that the search space is not covered sufficiently to obtain the best 

possible solutions. Each cluster contains individuals in a tight neighborhood covering 

only a part of the search space. Within these network structures there usually exist a 

few clusters, with a low connectivity between clusters. Consequently information on 

only a limited part of the search space is shared with a slow flow of information 

between clusters [Tanji, Y., Matsushita H.,     Sekiya,H., September 2011]. 

5. Results and Discussion 
A 2N-element LAA with different numbers of elements and desired radiation 

pattern have been considered to assess the effectiveness of the IWO in the 

optimization. The LAA is assumed to be symmetric about the x-axis with uniform 

interelement spacing of λ0 = λ/2. Initially, the initial plants, X is randomly generated 

in the range of 0 to 1.5 to produce more diverse possible solutions. Some boundary 

conditions are also defined to Dn which is allowed to vary from 0.8λ0 to 1.5λ0. The 

applied parameters are: 

IWO parameters 
n_ini = 10;        % number of initial plants 

itmax = 10;        % max number of 

iterations 

No. of run = 1;       % numbers of runs 

plant_max_no= 60;  % max no. of plants 

seedmax= 5;        % max number of seeds 

PSO parameters 

n = 50;         % Size of the swarm " no of 

birds " 

iteration  =10;   % Maximum number of 

"birds steps" 

No. of run = 5;       % numbers of runs 

c2 =1.2;       % PSO parameter C1  

c1 = 0.12;  % PSO parameter C2  

w =1;    % PSO momentum or inertia 

     xmax = 4;         % maximum of initialization space 

     xmin =0;           % minimum of initialization space 

     wf = 0.00000001;    % final value of standard deviation 

     wini= 1;          % initial value of standard deviation 

     n = 3;             % nonlinear modulation index 

     seedmin= 0;        % min number of seeds 

Case 1. A 64--element LAA is designed for null placement at 80
o
 and 100

o
. Fig. 2 

shows that deep nulls of -95 dB. The element positions for both conventional, PSO 

and IWO methods are given in Fig. 3. The radiation pattern is presented in Fig. 2. It 

is clearly seen that the IWO algorithm provides improvement to the SLL 

suppression. Almost all sidelobes have been minimized particularly the first SLL 

with smaller beamwidth is obtained. 
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Figure 2: Radiation patterns of 64-element LAA by using IWO, PSO and conventional 

methods. SLL suppression at (0
o
, 85

o
) and (95

o
, 180

o
). The null placements are at 80

o
 

and 100
o
. 

 
Figure 3: Element position of the 64-element LAA using IWO, PSO and conventional 

methods. Numbers are normalized wrt ¸ λ0¸λ/2 

Case 2. A 128-element LAA is designed for null placement at 80
o
 and 100

o
. Fig. 4 

shows that deep nulls of -75 dB, it can be inferred that smaller beamwidth is obtained 

by using IWO. In addition, Almost all sidelobes have been minimized particularly 

the first SLL and far sidelobes in spite of  increasing the number of elements 

compared with conventional and PSO methods. The element positions for 

conventional, PSO and IWO methods are given in Fig 5. 
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Figure 4: Radiation patterns of 128-element LAA by using, IWO, PSO and 

conventional methods. SLL suppression at (0
o
, 85

o
) and (95

o
, 180

o
). The null placements 

are at 80
o
 and 100

o
. 

 
Figure 5: Element position of the 128-element LAA using IWO, PSO and conventional 

methods. Numbers are normalized wrt ¸ λ0¸λ/2. 

Table 1 summarizes the simulation results for the above antennas for the PSO and IWO. 

Table 1 Antenna arrays simulation results 

 Array Configuration 

 64 Element 128 Element 

 Conv. PSO IWO Conv. PSO IWO 

†ML Beamwidth (deg) 6 6 4 6 6 2 

‡SLL -28 -30 -38 -20 -10 -28 

†ML: MainLobe 

‡SideLobe Level 

6. Conclusion 
The IWO algorithm has been shown to successfully improve the radiation 

pattern of the LAA as desired. All the design requirements of the radiation pattern 

simulation for the LAA is presented and highly satisfied. The developed IWO 
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algorithm has successfully optimized the position of the array elements to 

demonstrate a radiation pattern with either suppressed SLL, null placement, or both. 

The PSO showed bad results with huge numbers of elements compared with 

the IWO for all of the arrays under investigation. The PSO succeeded in finding an 

optimum array with SLLs at the expense of ML complete deformation. The final 

results of the PSO show a high concentration (swarming particles) that led to the 

deterioration in performance. On the other hand, the IWO gave very realistic results. 

In all the array configurations, the IWO succeeded in finding a set of weights that 

minimize the SLL and minimize the ML in all the same.  
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