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Abstract

M array space time block code (STBC) system can provide high data rate wireless services in
a rich scattering environment multi input multi output (MIMO) channel but increasing modulation
order (M) degrades the bit error rate (BER) performance of the system. The aim of this work is to
improve the BER performance of 64PSK STBC using turbo product code .This paper gives an
introduction to the basic concepts of MIMO channel and explains the implementation of the 4
transmitters STBC encoder/ decoder. The two main parts used in STBC decoder, channel estimator and
maximum ratio combiner, were illustrated. Channel estimator was build using orthogonal pilot training
sequence. Finally product block code and its iterative decoding using soft in soft out maximum
likelihood decoder were illustrated.

Computer simulation for four different space time block codes schemes including rate 1, 0.75
STBC's as well as two rate 0.5 STBC's with two different code dimensions are explored. These STBC's
techniques are implemented in MATLAB2010 and analyzed for BER performance according to their
modulation order (M=4, 16 and 64PSK) and number of receiver antennas (Nr=1, 2, 4 and 8). Finally,
(8,4) exHamming turbo product code was combined with 64PSK 4x2 STBC's system and evaluate the
new BER performance in MIMO Rayleigh fading channel.

alle Gloglas Jare @ld 48l Glard jigy (M) sl Asbad) Gaeaill @13 (STBC's) i)l eliadll aesill cilaglaia
UaaY) Jane ailiod Cieamy exmall agisill 4l ooy oS3 aulle oyins gyl cld 2 haY) 5 JLASY) saaste 58 DA
cashSall ol s Jlexinly (64PSK STBC)UI slbhaa¥) Janae ailiod (a5 Jaall 138 (e Cangl) oUsill 1)
el doshaial oyl s/ jeiia sliy (o g 5 zhAY) 5 JLASY) 8aaxie sl apalY) IS dasio Laxd 4l o3
: Loy el sliadl) el doglaial ojedll Jlae e alaxiosdl) o) Glacil) macagi o5 . EDlage V) 53 a3l cliadl
Ghid maag o1 4algills Lorabaiall Hladall Cupaill adis Jlaatinls a8l o3 LEN (pada (oSl Al 93 milall 5 8L (pada
e ) il 53 aelill zyall 5 Jaall 53 okl Jlae Jlerinls ()<l ogdl) Jlaag 4lSl Copeall
0.5 Jane (e ol 3K (STBC'S) 0.75 1 Jame auaits Siajl) slaill Cliaye (e ddline glsdl oY dwguls 5lSas
Jaas pailiad Jdas a5 (MATLAB2010) Jlexials Lgiliy a3 (STBC'S)J) sda .Citide nji s Lesa Lagl (STBC's)
58(8,4) 7 a3 el . (1,2,4 and 8)dawy) wlilsa aae 5 (M=4, 16 and 64PSK) auisill 4, e Ll olal)
5 JLAaY) Banatia 5L L8 e eldad) Jass ailiad iluag (64PSK STBC) 2x4as (5)ySall piall dnuigall (ala
L gt il Z)AY)

1. Introduction
In new information age, high data rate and strong reliability in wireless
communication systems are becoming the dominant factors for a successful
exploitation of commercial networks .Multiple input multiple output systems have
revolutionaries wireless communications technology with the potential gains in
capacity when using multiple antennas at both transmitter and receiver ends of a
communications systems. New techniques were required to realize these gains in
existing and new systems which account for the extra spatial dimension. Space time
block code technology has been adopted in multiple wireless standards, including Wi-
Fi, WIMAX and proposed for future systems (3GPP). For the sake of further
improving the performance, forward error correction schemes may be invoked for

protecting against noise, multi-path fading and other channel environments. Many
error-correcting codes have been applied to STBC such as convolutional codes, Reed-



2013 : (21) daal / (5) 3l / dguatigh p gl / Jis el Al

Solomon codes, low-density parity-check (LDPC) codes and turbo codes [Ludovic
Costa, etl,2011 , Mesbahul M.etl, 2011, Luis Alberto, 2006]. In the turbo code
decoding algorithms are used with soft outputs, as the MAP (Maximum a Posteriori)
algorithm, Log-MAP and max-log-MAP, based on trellis diagram of two
concatenated recursive convolutional codes[Savo G. Glisic, 2007]. In this paper we
will apply iterative decoding of product codes, it is also known as turbo product code,
based on soft-input/soft-output maximum likelihood decoder described by [Ramesh
Mahendra Pyndiah, 1998].

1.1 MIMO Channel Model

MIMO systems are composed of three main elements, namely the transmitter
(TX), the channel (H), and the receiver (RX). In this paper, N; is denoted as the
number of antenna elements at the transmitter, and N, is denoted as the number of
elements at the receiver as shown in Fig.1.

f Y TX ] RX1 )
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Figure 1: MIMO system block diagram

The channel with N, outputs and N; inputs is denoted as a N, x N; matrix:

hl,l h1,2 hl, Nt

th,l th,l th,Nt
Where each entry h;; denotes the attenuation o, phase shift 6 and delay
T between the jy, transmitter and the iy, receiver[Rose Trepkowski,2004].

N = 0 0 (L= T) e )

It is assumed throughout this paper that the MIMO channel behaves in a
“quasi-static” fashion, i.e. the channel varies randomly between burst to burst, but
fixed within a transmission. This is a reasonable and commonly used assumption as it
represents an indoor channel where the time of change is constant and negligible
compared to the time of a burst of data [Luis Miguel, 2009].

1.2 Four Transmitter Rate 1 STBC Encoder
In this paper M PSK, gray mapping constellations, modulation scheme is used.
In the 4 transmitters ratel space time encoder ,each group of m-information bits

(m=1log,(M)and m>2) is first modulated and mapped into their corresponding
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constellation points, denote by s,,s,,S;,5,and enter the space time encoder [Roger A

Hammons, etl, 2000].

The space time encoding can be represented by pxNt encoding matrix:
j=1 2 \
-s, s, 0 O0ft
G=| * * 2, 3)

0 0 s3 s4]°

0 0 -s, s3)t,

Where each element in the G is the transmitted symbol at time t; from j,
transmitter antenna. Encoder rate is k/p where k is the number of input symbols and p
is length of transmitted sequence for each transmitter .As example for above encoding
matrix k=p =4, therefore the encoding rate=1.

The key feature of the designing such matrix is that the transmitted sequences
from the any two transmitter are orthogonal, i.e.

(T XG =Dy e @)

Where D, is pxp diagonal matrix [Savo G. Glisic, 2007, Muhammad,etl ,2010].
The encoding process of such code is illustrated in Fig. 2.

Transmitted sequence
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Figure 2: Four transmitter rate 1STBC encoder

1.3 STBC Decoder
As shown in Fig. 3, for four transmitter rate 1 STBC ,the received signals at i,
antenna during the time t;, t, t; and t, are:

L = 0 XSy 5 XSy ML L (5-a)
2 = =N XS5 N XS] N2 i (5-b)
[ =3xS 4 XSy NP e, (5-c)
[ = =N XSy N g XS5 N i (5-d)

In above equations, the Additive White Gaussian Noise (AWGN) components
added at each receiver antenna i during the transmission time instants ty, t,, t3 and ty,
are denotedn*, niz,ni*and ni* respectively. In matrix form the received signal for
all receivers [Muhammad, etl, 2010]:

R = H X G N e (6)

The decoding process requires signal combining and maximum likelihood
demodulator. The fading components can be recovered at the receiver side using
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channel estimator through commonly known procedures, such as pilot training
sequences.

STBC Decoder

t, .t | Maximum |&s
=15 Ratio e
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—»| ulator
N Sy
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Figure 3: Four transmitter STBC decoder with MIMO channel

1.4 Orthogonal Pilot Training Sequence Channel Estimator

At the beginning of each frame of symbols to be transmitted from transmit
antenna j, a pilot training sequence W; of length L pilot symbols is appended, as
example for four transmitters [Kala Praveen, 2010]:

A Wi Wy
W.
e (7)
W, .
W4 W4,1 W4 L

Any two sequences W,,W, are designed to be orthogonal to each other( dot
product equal to zero):

L
Wi (W) =Y Wy px(Wy o )" =0 (FOT @NY UEV) ..o (8)
b=1

LetR=(ri1,...... , i) iIs the received sequence at antenna i during the training
period, then:

-y hiy - hyy Wig oo Wy Mg Ny

Mner - o et haes  Paea | (Wap - o Wy ) [P - - ML
The above equation can be rewrite in form:
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W,

W.

R=[H31,Hz,H3,H4]* W2 +[N]=[HixXW1+HxWo+ HaxW3+HsxW4]+[n]...............(10)
3
W,

Where H;j is the ji column of H matrix. Our goal is to estimate fading channel
coefficients (H) using pilot training sequences (W) and received sequence R therejore
to find H; ,channel estimator multiply (dot product) received sequence R by (W;) and
the result will be :

RAW))™ =H) XW; . (W) 0 X (W) e, (11)
Note that W; . (W;)* is a known scalar factor, therefore:
hl,] .
R.(W;
Hi= B (12)
W;.(W))
h Nr, j

Where 9j is the zero mean random estimation error [Savo G. Glisic, 2007,
Kala Praveen , 2010].

1.5 Maximum Ratio Combiner (MRC)

The key feature of the designing MRC is that the sequences transmitted from
any two different antenna elements are orthogonal to each other, therefore decoding of
the four transmitters ratel STBC described above can be easily deduced from the
received signal equations (5-a,b,c,d). Let us assume that we wish to estimate symbol
s,and the values to be added at the linear combiner are:

1- (h;,) 1 since r contain h;, xs, term.

2- hilzx(ritz) since 12 contain h;, xs’ term.

Therefore the decision metric s, to decode s; from r*and r2 is:
~ Nr

=D () 0 0 (12 ) (13)

i=1
By substituting Eqgs.( 5-a and 5-b ) we have:
~ 2 Nr 2 Nr " ¢ o X 2
s, =Zz(\hu\ xsl}rz((hm) xnit+h, x(niz) j:HHH XSy A+ Dy e, (14)
j=li=1 i=1
Where ¢, error is a zero mean, random variable error [George Tsoulos,2006, Savo G.
Glisic, 2007].
From above equation we can see that:

1-s, depend on the transmitted signal s, only because the transmitted sequence from all

transmitters are orthogonal.

2-The decision statistics are composed by an amplification of the transmitted signals
and a noise component. The signal amplification is equal to the sum of the amplitudes
of all channel coefficients. The noise component is a sum of the receiver antenna
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noises multiplied by channel fading components therefore we must divide the Eq.(14 )
by HH”2 [ George Tsoulos,2006].

By using same procedure we can find the decision metrics s,,s,,S; ands,
that used in MRC to estimate the values of all transmitted signal.

S} (hil)*xritl + hizx(ritz)*
i (hiz):”i:l - hilx(rit:)* ............................................. (15)
so| JHP S| (o) xrs + hyx(re]
S~4 (hig) xrfs - hi3x(rit4)

2. Turbo Product Block Code

From previous description we can conclude that BER performance of STBC is
too poor at low SNR therefore we need powerful error correction code to improve
BER performance.

2.1 Product Codes

The concept of product codes is to

—_—

more short block codes. A product code is

IChecks

build very long block code by using two or | K,

define by serial concatenation of two block
codes, outer code Cl1 with parameters
(N,;,K;)and the inner code C2with
parameters (N,,K,), where N; and K; stand
for codeword length and number of

K

l

Information symbaols

on
rows

Checks on columns

Checks

on
checks

information bits respectively. The parameters l

of product codes are (N;xN,,K,xK,) and Figure 4: Product code

the code rate Ris given by R=R1xR2as
shown in Fig. 4 [Ramesh Mahendra Pyndiah, 1998].

2.2 Soft Input Soft Output ML-Decoder

A decoding algorithm that processes soft-decision inputs and produces soft-
decision outputs is called Soft In Soft Out (SISO) decoding algorithm. This algorithm
performs maximum likelihood bit estimation, and thus produces reliability
information (soft-output) for each received bit. However, this algorithm is applied to
decode short binary block codes only.

Let’s consider the transmission of a (N,K) linear block code C on a Gaussian
channel using binary symbols {-1,+1}.The following mapping is considered 0— -1,
and 1> +1. Y=[yi,...,yj,....yn] IS the received codeword. Computing the soft decision

at the output decoder of the ji, bit Y requires two codewords C**® and C*0 where
CHO=[c]'D,,c'0 .c{P] is the codeword € C, that ¢/ =+1, and has minimum
Euclidean distance with Y. C*0 =[¢;*? . ¢;*?...cyP] is the codeword € C, that

¢;" =-1, and has minimum Euclidean distance with Y. The decision output is:
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y) = T | (16)
and

N
‘Y—C" = (Y €02 e (17)

Is the squared Euclidean distance between Y and C [Ramesh Mahendra Pyndiah,
1998].

2.3 Iterative Decoding of Product Codes
To build iterative decoder for product code we will approximate the Eq.(16)

as:
Y5 = Y W e (18)
where wj is the extrinsic information for j: code bit, and is given by :
1
WJ—;ly X O D, e, (19)
4]
and
H 1(j =1(j
p, = . £ ) L () T (20)
if ¢,™V#=c,
o{m +1)
o) — [W m-+2)]
TSOI W (m+1)] Y+ D] o
(T | SISO-ML of T ,| SISO-ML of
[W )] l\iij Rows I\HJ Columns
[Y] .
9

Figure 5: Iterative decoding of product codes using SISO ML decoder

SISO ML decoder. Here we considered the decoding of rows and columns of a
product code that is transmitted on an AWGN channel using M-PSK signaling. At
first iteration, [W(1)] is set to zero, where [W(m)] is the extrinsic information at my,
iteration. The soft input for each decoder is given by:

[Y(M)]=YT+o(m)IWM)T .o (21)

Where «a(m)is a scaling factor used to reduce the effects of the extrinsic
information in soft decoder in the first decoding steps when the BER is relatively
high, it takes a small increases as the BER tends to zeros. The values of o with the
decoding step are chosen as [Ramesh Mahendra Pyndiah, 1998]:
a=[0.0,0.2,0.3,0.5,0.7,0.9, 1,1,...] e (22)
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3. Simulation and Result

This paper focus on four transmitters STBC with different encoding rates that
present in Table(1) [Luis Miguel, 2009, Vahid Tarokh, etl, 1999]. These STBC's
systems are implemented in MATLAB2010 and analyzed for BER performance
according to their modulation order (M=4, 16 and 64PSK) and number of receivers
(Nr=1, 2, 4 and 8).

Table(1) 4-transmiter STBC encoding matrix and there MRC.

S1 So 0 0
G —s; sI 0 O
0 0 53 54
STBC1 0 0 -si s
Rate=1 _ .
* tl tZ
k=4, p=4 S; (hin) >xr* + hizx(ri )
% Sz _ 1 Nr (hiz)*xl’ll — hllx(ritz)
2 S3 ||H|| i=1) (hig) = r® + h|4><(fi“)
- x ot t, |
S4 (hig) xr - h,3><(ri4)
S1 So 0 0
G —s; sI 0 O
STBC2 0 0 s s
Rate=0.5 0 0 -s, s
k=2, p=4
:ZU St :L% (hiyl)*”itl + hi,ZX(ritZT * (hi,s)*”itz * hi,4x(rit“)'
o BT Y TR ) I () O S 5
S i=1{ hi o) x1; hia x| + hja) xr; hiax\;
S1 —9Sp —33 =S4 SI —S; —S; —Sz
T S, sS4 —S3 S, S S —S3
S3 —$ $1 Sy S3 —$S4 $1 Sy
54 53 —52 51 SZ 53 —52 51
Sil_ (h,yl)*xl’lt '|'(hi'2)’(>(rlt2 +( ,3)*><I’ +( )
RSa-[eB—C035 sp(__1 %r: (hiyz)eritl —(hiyl)eritz ( |4)*X" +( ,Jxr
_ __' S~ "H"2 i-1 <h|’3) ><r|tl +(hi’4)k><r|tz ( ll)er ( lz)*xr ‘
k=4, p=8 3 . o
~ (h,4)><l‘|1 —(hi,3)><l’|2 +(|2)*><|’3 (,1)*><r
o +h,1><(rit5)’ +hi’2><(rit5): +h|3><(rit7)t +h|4><(rit“)t
............. + h|,2 X (ritST - hl,l X (ritaj' - hl 4% (rit7T + hI 3 X (rits)*
............. +hi’3><(rit5)" +h|,4><(l‘it5)* —h,llx(l’lt7)* —h,zx(l’its)*
............. +h|4><(l’it5)’ —hi3><(l’it5)’ +h|,2><(l’it7)‘ —h,lx(rits)’
STBC4 T
Rate=3/4 G -s; 55 0 53
k=3, p=4 s3 0 -5 5
0 s§ —s; -9
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S1 (hil)*xritl +hi12><(rit2)‘ h|3x()* (,Jxr
$2 ZZ( )Xritl —hi,lx(fitzy (h,4)><r —hi’3x(rit4)‘

(hi'3)*><ritl +(hiy4)*><ritZ +hi,1><(rit3)’ +hi’2><(rit“)’

OHIN
z

w
w

3.1 Influence of Number of Receivers
Figure. 6 shows the BER performance of undecoded 64PSK STBC's with
different number of received antennas (Nr=1,2,4,8). It's obvious that increasing

number of received antennas provides significant coding gain but the system
complexity will be very large.

64 PSK  STBC1 0 64 PSK STBC4

BER
BER

| h
0 [ 10 15 20 25 30 35 ) 40
SNR(dB)

0 64 PSK STBC2 o 64 PSK STBC3

BER
BER

; : n L = ek = 0 5 10 15 0 25 0 3
SNR(B) SNR(dB)

Figure 6: Influnce of number of receivers on BER performance of STBC

3.2 Influence of Modulation Order

Figure. 7 shows a comparison between the BER performances of 2 receivers
STBC with different modulation order (M=4, 16 and 64). It can be seen that the high

modulation order provides most awful BER performance.
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10° 1 | I | 1

-n 5 10 15 20 25 30 0 5 10 15 20 25 30
SNR(dB) SNR(dB)

Figure 7: Influence of modulation order on BER performance of STBC

3.3 STBC with Turbo Product Code

We will improve the BER performance of 64PSK 4x2 STBC's systems (since
it gives acceptable complexity and high bit rate) by combining them with (8,4)
exHamming turbo product code. In all systems, a random data generator generates
digital information bits, frame-by-frame, where each frame is 4x4 bits length . Each
frame encoded by (8,4) exHamming product code that made the code ward is 8x8
bits length. Sum zero bit must padding to made the codeword length as integer
multiple of kxlog,(64) . Each codeword frame is modulated using 64PSK modulator
and encoded by STBC. The encoded symbols are transmitted by four antenna through
MIMO Rayleigh fading channel model described in section 1.1, then complex
AWGN is added to the transmitted signal.

At receiver end, the received symbols are decoded, using MRC with prefect
knowledge with channel coefficient and soft decision 64PSK demodulate. Turbo
decoder use output of demodulator (after removing padding bits) and apply iterative
decoding that describes in section 2.3. At each iteration decoded bits are compared
with originally generated information bits frame to compute BER corresponding to a
given SNR as shown in Fig. 8. Total number of transmitted bits used is about 2x10°
bits.
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Figure 8: 2x4 STBC with (8,4) exHamming product code system

By running this model (using MATLAB2010) the BER performance of
64PSK 4x2 STBC's describes in Table (1) with (8,4) exHamming product code is
shown in Fig. 9. It is obvious these BER performances are best and powerful as
compare with BER performance of undecoded STBC's .

64 PSK 2Rx STBC1 with Turbo (8.4)x(8.4) Product code

3
] —&— lteration 1
-] =B lteration 2

64 PSK ,2Rx STBC4 with Turbo (8.4)x(8,4) Product code

T
—6— lteration 1
=8B lteration 2
—— [teration 4

0 2 4 [ 8 10 12 14
SNR(dB)

| —— ;
o'l Iteration 4:7 10
107} 10
14 14
L L
m m
10° | 10°
10t 10
10t i i i i i i i i 10° i i i i i i
0 2 4 6 § 10 12 14 16 18 0 2 4 § 10 12 14 16
SNR(dB) SNR(dB)
I
________ e T TETETI TrTrErIE
—&— lteration 1 —&— lteration 1
—8— Iteration 2 —8— lteration 2
Iteration 4
o w
w L
m m

0 2 4

6 8 70 12 7
SNR(dB)

Figure 9: BER performance of turbo decoding for 64PSK 4x2 STBC's

4. Conclusions
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In this paper, we have evaluated the BER performance of a four different
encoding matrix for 4Tx MPSK STBC system based on its number of receivers and
its modulation order. The first important thing can be concluded that good BER
performance can be obtain when:

1- STBC rate is low, as example BER performance of rate0.5 STBC3.

2- Modulation order is small, as example BER performance of 2PSK.

3- Number of received antenna is high, as example BER of performance 8Rx.

But these points are not good solutions to obtain good BER performance, because low
rate STBC or small modulation order made transmission rate very low while
increasing number of received antennas made the system complexity too large.

This paper illustrates a simple method to improve the BER performance of
STBC without changing its modulation order or number of received antenna by
combing it's encoder with product code and apply iterative SISO ML-decoding
algorithm at receiving side. We can apply this iterative decoding algorithm on any
binary block code (Hamming, BCH, RM,..., with any code dimension) with soft
decision MPSK demodulator to obtain powerful performance but we choice (8,4)
exHamming code since its provide good BER performance with low decoding
complexity (since number of codeword =2%) and combing it with high rate acceptable
complexity 4x2 ,64PSK STBC. The main disadvantage of using (8,4) exHamming
turbo code that bit rate will reduce by 0.25 and decoding time will increase, because
it's iterative decoding natural.

Finally, by comparing the BER performance of rate2/4 STBC2 and rate4/8
STBC3 we can see STBC3 provide low coding gain as compare with STBC2 (about
0-1dB for undecoded and 0-2dB for decoded system). This coding gain compare with
huge MRC complexity of STBC3 can be lossless. Therefore we can conclude that
STBC code dimension don't affect widely on BER performance. This coding gain
may be change if we choice different FEC decoding algorithm (or different FEC
encoder), or different type of channel or different modulation type.
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