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Abstract 
M array space time block code (STBC) system can provide high data rate wireless services in 

a rich scattering environment multi input multi output (MIMO) channel but increasing modulation 

order (M) degrades the bit error rate (BER) performance of the system. The aim of this work is to 

improve the BER performance of 64PSK STBC using turbo product code .This paper gives an 

introduction to the basic concepts of MIMO channel and explains the implementation of the 4 

transmitters STBC encoder/ decoder. The two main parts used in STBC decoder, channel estimator and 

maximum ratio combiner, were illustrated. Channel estimator was build using orthogonal pilot training 

sequence. Finally product block code and its iterative decoding using soft in soft out maximum 

likelihood decoder were illustrated. 

Computer simulation for four different space time block codes schemes including rate 1, 0.75 

STBC's as well as two rate 0.5 STBC's with two different code dimensions are explored. These STBC's 

techniques are implemented in MATLAB2010 and analyzed for BER performance according to their 

modulation order (M=4, 16 and 64PSK) and number of receiver antennas (Nr=1, 2, 4 and 8). Finally, 

(8,4) exHamming turbo product code was combined with 64PSK 4×2 STBC's system and evaluate the 

new BER performance in MIMO Rayleigh fading channel. 

 الخلاصة
(اياو ماداامت الكاه ذااذل ام االام هومات ا تتذاااM(اذل الترءايز التيفااو  التناو) ا STBC'sمنظومات الترممزااالتاءاتلالتامنا  

داا لاانااتعامر اااخعاللخدااتلا اللداامل اذل ا اام ها  كااميا تتذااابات اا ايهااتخيالتميضاااالتنو)ذاااااتهيءااي ا ءاا  ادفاات  ام ااالاللد ااتلا
اااشااامل التءاملالتر مل هاااا(ا تكار يتل64PSK STBC  تاام ااالاللد اتلاالالت يا ا ااواين از ادفات  تهاالالتنظت.التهااهاماا ا ا

 ايالتو اااي   امقاماات   ت اللكتكاذااتقناول امر ااخعاللخداتلا اللدامل ا ايوفابااذامافناتلام اامفمنه الت اامياتينظومااالترممزااا
منه الت امياتينظومااالترممزااالتاءاتلالتامنا ا  ياتا اكتكذتنالتي ر يهاامعااق يتنالللتاءتلالتامن اذ الل بعاممك  اايمايوفذبالت

مخياا التقنااتعا التيااتي اذ التن ااضاالت ناامقاامخياا التقنااتعاياامافنت اااا تكاار يتلاكه اااالترااا ههالت ذاات التير تماااياا تتنهت ااااياامايوفااذباشااامل ا
التاد ا التخم التنت ماذ التر ت االل ظماا تكر يتلامنه الت امياذ ا منه الت اميالتر مل ياالتءملالتر مل ها

ا0ا5(ا ااااتاالانااتناماا ام ااالاSTBC's ا0.ا5با1منتكااتعاستكااوبذاال بااعال)ااول امخرهاااااماا امممااال التاءااتلالتامناا ايرءااي ام ااالا
 STBC's اتهيااااتاسشيااااتاشاااااميامخرهاااا اا ااااايالل)STBC's اياااامافنت هااااتا تكاااار يتلا)MATLAB2010ا يااااماينهزاااا ادفاااات  ام ااااالا)

(شاامعا8ب4 تتنهت اااياماماا ا ا(ااand 8 1,2,4 (ا ا ااخا ول ذات اللكار .M=4, 16 and 64PSKلاتهاتايض اتاتهميضااالتنو)ذااا للد ات
(ا س اتلادفات  ام االاللد اتلافاي ااناتعااناتعامر ااخعاللخداتلا ا64PSK STBC اا2×8 اتم التيوكا ااتهءاملالتر امل ياماع

اااذل اداو ا ليه االلدمل 
1. Introduction 

In new  information  age,  high  data  rate  and  strong reliability  in wireless 

communication systems  are becoming the dominant  factors  for  a  successful  

exploitation  of  commercial networks .Multiple input multiple output systems have 

revolutionaries wireless communications technology with the potential gains in 

capacity when using multiple antennas at both transmitter and receiver ends of a 

communications systems. New techniques were required to realize these gains in 

existing and new systems which account for the extra spatial dimension. Space time 

block code technology has been adopted in multiple wireless standards, including Wi- 

Fi, WiMAX and proposed for future systems (3GPP).  For the sake of further 

improving the performance, forward error correction schemes may be invoked for 

protecting against noise, multi-path fading and other channel environments. Many 

error-correcting codes have been applied to STBC such as convolutional codes, Reed-



 

Solomon codes, low-density parity-check (LDPC) codes and turbo codes [Ludovic 

Costa, etl,2011 , Mesbahul M.,etl, 2011, Luis Alberto, 2006]. In the turbo code 

decoding algorithms are used with soft outputs, as the MAP (Maximum a Posteriori) 

algorithm, Log-MAP and max-log-MAP, based on trellis diagram of two 

concatenated recursive convolutional codes[Savo G. Glisic, 7002].  In this paper we 

will apply iterative decoding of product codes, it is also known as turbo product code, 

based on soft-input/soft-output maximum likelihood decoder described by [Ramesh 

Mahendra Pyndiah, 1998].  

   
1.1 MIMO Channel Model 

MIMO systems are composed of three main elements, namely the transmitter 

(TX), the channel (H), and the receiver (RX). In this paper, Nt is denoted as the 

number of antenna elements at the transmitter, and Nr is denoted as the number of 

elements at the receiver as shown in Fig.1. 

 

 
Figure 1: MIMO system block diagram 

 

The channel with Nr outputs and Nt inputs is denoted as a Nr × Nt matrix: 
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Where each entry hi,j denotes the attenuation  α, phase shift θ and delay 

 between the jth transmitter and the ith receiver[Rose Trepkowski,2004]. 

)t(eh j   ……………………………………………………………………...(2) 

It is assumed throughout this paper that the MIMO channel behaves in a 

“quasi-static” fashion, i.e. the channel varies randomly between burst to burst, but 

fixed within a transmission. This is a reasonable and commonly used assumption as it 

represents an indoor channel where the time of change is constant and negligible 

compared to the time of a burst of data [Luis Miguel, 2009]. 

 

1.2 Four Transmitter Rate 1 STBC Encoder  
In this paper M PSK, gray mapping constellations, modulation scheme is used.  

In  the 4 transmitters rate1 space time  encoder ,each  group  of  m-information  bits 

( )M(logm 2 and m≥2) is  first modulated and mapped into their corresponding 
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constellation points, denote by 1s , 2s , 3s , 4s and enter the space time encoder [Roger A 

Hammons, etl, 2000]. 

 The space time encoding can be represented by p×Nt encoding matrix: 
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Where each element in the G is the transmitted symbol at time ti from jth 

transmitter antenna. Encoder rate is k/p where k is the number of input symbols and p 

is length of transmitted sequence for each transmitter .As example for above encoding 

matrix k=p =4, therefore the encoding rate=1. 

The key feature of the designing such matrix is that the transmitted sequences 

from the any two transmitter are orthogonal, i.e.  

  p

*T DGG  ……………………………………...……………………………….(4)  

Where Dp is p×p diagonal matrix [Savo G. Glisic, 7002, Muhammad,etl ,2010].   

The encoding process of such code is illustrated in Fig. 2. 

 

 
1.3 STBC Decoder 

As shown in Fig. 3, for four transmitter rate 1 STBC ,the received signals at ith 

antenna during the time t1, t2, t3 and t4 are: 
11 t
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t
i nshshr  ……...……………………..…………………………(5-a) 
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In above equations, the Additive White Gaussian Noise (AWGN) components 

added at each receiver antenna i during the transmission time instants t1, t2, t3 and t4, 

are denoted 1t
in , 2t

in , 3t
in and 4t

in  respectively. In matrix form the received signal for 

all receivers [Muhammad, etl, 2010]: 

nGHR T   ……….…………….……………………………………………….(6) 

The decoding process requires signal combining and maximum likelihood 

demodulator. The fading components can be recovered at the receiver side using 
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Figure 2: Four transmitter rate 1STBC encoder 
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channel estimator through commonly known procedures, such as pilot training 

sequences. 

 

 
 

1.4 Orthogonal Pilot Training Sequence Channel Estimator 
At the beginning of each frame of symbols to be transmitted from transmit 

antenna j, a pilot training sequence Wj of length L pilot symbols is appended, as 

example for four transmitters [Kala Praveen, 2010]:  
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Any two sequences Wu,Wv are designed to be orthogonal to each other( dot 

product equal to zero): 

Wu.(Wv)
*
=  






L

1b
bvbu ,w,w =0    (for any u≠v)……….………………...…………..(8) 

Let R= (ri,1 ,……, ri,L) is the received  sequence at antenna i during the training 

period, then: 
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The above equation can be rewrite in form:  

Figure 3: Four transmitter STBC decoder with MIMO channel 
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R=[H1,H2,H3,H4]×
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Where Hj is the jth column of H matrix. Our goal is to estimate fading channel 

coefficients (H) using pilot training sequences (W) and received sequence R therefore 

to find Hj ,channel estimator multiply (dot product) received sequence R by (Wj)
*
and 

the result will be : 
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Note that Wj . (Wj)* is a known scalar factor, therefore: 
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Where j  is the zero mean random estimation error [Savo G. Glisic, 7002, 

Kala Praveen , 2010]. 

 

1.5 Maximum Ratio Combiner (MRC)  
The key feature of the designing MRC is that the sequences transmitted from 

any two different antenna elements are orthogonal to each other, therefore decoding of 

the four transmitters rate1 STBC described above can be easily deduced from the 

received signal equations (5-a,b,c,d). Let us assume that we wish to estimate symbol 

1s and the values to be added at the linear combiner are:  
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By substituting Eqs.( 5-a and 5-b ) we have: 
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Where 1 error is a zero mean, random variable error [George Tsoulos,2006, Savo G. 

Glisic, 7002].  

 From above equation we can see that: 

 

1-
~

1s depend on the transmitted signal 1s only because the transmitted sequence from all 

transmitters are orthogonal. 

2-The decision statistics are composed by an amplification of the transmitted signals 

and a noise component. The signal amplification is equal to the sum of the amplitudes 

of all channel coefficients. The noise component is a sum of the receiver antenna 



 

noises multiplied by channel fading components therefore we must divide the Eq.(14 ) 

by 
2

H [ George Tsoulos,2006]. 

 By using same procedure we can find the decision metrics 
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that used in MRC to estimate the values of all transmitted signal.  
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2. Turbo Product Block Code  
 From previous description we can conclude that BER performance of STBC is 

too poor at low SNR therefore we need powerful error correction code to improve 

BER performance. 

2.1 Product Codes 
The concept of product codes is to 

build very long block code by using two or 

more short block codes. A product code  is 

define by serial concatenation of two block 

codes, outer code 1C  with parameters 

)K,N( 11 and the inner code 2C with 

parameters )K,N( 22 , where iN  and iK  stand 

for codeword length and number of 

information bits respectively. The parameters 

of product codes are ( 21 NN  , 21 KK  ) and 

the code rate R is given by 21 RRR  as 

shown in Fig. 4 [Ramesh Mahendra Pyndiah, 1998]. 

 

2.2 Soft Input Soft Output ML-Decoder 
A decoding algorithm that processes soft-decision inputs and produces soft-

decision outputs is called Soft In Soft Out (SISO) decoding algorithm. This algorithm 

performs maximum likelihood bit estimation, and thus produces reliability 

information (soft-output) for each received bit. However, this algorithm is applied to 

decode short binary block codes only. 

 Let’s consider the transmission of a (N,K) linear block code C on a Gaussian 

channel using binary symbols {-1,+1}.The following mapping is considered   0 -1, 

and 1+1. Y=[y1,…,yj,….yN] is the received codeword. Computing the soft decision  

at  the output decoder of the jth bit jy   requires two codewords C
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Figure 4: Product code 
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Is the squared Euclidean distance between Y and 
iC [Ramesh Mahendra Pyndiah, 

1998]. 

 

2.3 Iterative Decoding of Product Codes 
To build iterative decoder for product code we will approximate the Eq.(16) 

as: 
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where  wj is the extrinsic information for jth code bit, and is given by : 






 pcyw )j(1
N

j
1

j  




 …………………………………...….………...….………...(19) 

and 
















)j(1)j(1

)j(1)j(1

ccif1

ccif0
p




  ……………………….…………………………...… (20) 

 

 

 

 

 

 

 

 

 

 

Figure. 5 illustrates the block diagram iterative decoder of product codes using  

 

 

 

SISO ML decoder. Here we considered the decoding of rows and columns of a 

product code that is transmitted on an AWGN channel using M-PSK signaling. At 

first iteration, [W(1)] is set to zero, where [W(m)] is the extrinsic information at mth 

iteration. The soft input for each decoder is given by: 

)]m(W)[m(]Y[)]m(Y[  …………………….……………………………….(21) 

Where )(m is a scaling factor used to reduce the effects of the extrinsic 

information in soft decoder in the first decoding steps when the BER is relatively 

high, it takes a small increases as the BER tends to zeros. The values of   with the 

decoding step are chosen as [Ramesh Mahendra Pyndiah, 1998]: 

 =[0.0, 0.2, 0.3, 0.5, 0.7, 0.9, 1,1,…]………………………………...…………...(22) 

 

 

Figure 5: Iterative decoding of product codes using SISO ML decoder 



 

3. Simulation and Result 
This paper focus on four transmitters STBC with different encoding rates that 

present in Table(1) [Luis Miguel, 2009, Vahid Tarokh, etl, 1999]. These STBC's 

systems are implemented in MATLAB2010 and analyzed for BER performance 

according to their modulation order (M=4, 16 and 64PSK) and number of receivers 

(Nr=1, 2, 4 and 8). 

 

Table(1) 4-transmiter STBC encoding matrix and there MRC. 
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3.1 Influence of Number of Receivers 
Figure. 6 shows the BER performance of undecoded 64PSK STBC's with 

different number of received antennas (Nr=1,2,4,8). It's obvious that increasing 

number of received antennas provides significant coding gain but the system 

complexity will be very large. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

3.2 Influence of Modulation Order  
Figure. 7 shows a comparison between the BER performances of 2 receivers 

STBC with different modulation order (M=4, 16 and 64). It can be seen that the high 

modulation order provides most awful BER performance. 
 

 

 

 

  

  

Figure 6: Influnce of number of receivers on BER performance of STBC 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

3.3 STBC with Turbo Product Code 
We will improve the BER performance of 64PSK 4×2 STBC's systems   (since 

it gives acceptable complexity and high bit rate) by combining them  with (8,4) 

exHamming  turbo product code. In   all systems, a random data generator generates 

digital information bits, frame-by-frame, where each frame is 4×4 bits length . Each 

frame encoded by (8,4) exHamming  product code that made the code ward is 8×8 

bits length. Sum zero bit must padding to made the codeword length as integer 

multiple of k×log2(64) . Each codeword frame is modulated using 64PSK modulator 

and encoded by STBC. The encoded symbols are transmitted by four antenna through 

MIMO Rayleigh fading channel model described in section 1.1, then complex 

AWGN is added to the transmitted signal. 

 At receiver end, the received symbols are decoded, using MRC with prefect 

knowledge with channel coefficient and soft decision 64PSK demodulate. Turbo 

decoder use output of demodulator (after removing padding bits) and apply iterative 

decoding that describes in section 2.3. At each iteration decoded bits are compared 

with originally generated information bits frame to compute BER corresponding to a 

given SNR as shown in Fig. 8. Total number of transmitted bits used is about 2×10
5
 

bits. 

 

  

  

Figure 7: Influence of modulation order  on BER performance of STBC 
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By running this model (using MATLAB2010) the BER performance of 

64PSK 4×2 STBC's describes in Table (1) with (8,4) exHamming product code is 

shown in Fig. 9. It is obvious these BER performances are best and powerful as 

compare with BER performance of undecoded STBC's . 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Conclusions  
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Figure 8: 2×4 STBC with (8,4) exHamming  product code system 

  

  

Figure 9: BER performance of turbo decoding for 64PSK 4×2 STBC's 

 



 

In this paper, we have evaluated the BER performance of a four different 

encoding matrix for 4Tx MPSK STBC system based on its number of receivers and 

its modulation order. The first important thing can be concluded that good BER 

performance can be obtain when: 

1- STBC rate is low, as example BER performance of rate0.5 STBC3.  

2- Modulation order is small, as example BER performance of 2PSK. 

3- Number of received antenna is high, as example BER of performance 8Rx. 

But these points are not good solutions to obtain good BER performance, because low 

rate STBC or small modulation order made transmission rate very low while 

increasing number of received antennas made the system complexity too large. 

This paper illustrates a simple method to improve the BER performance of 

STBC without changing its modulation order or number of received antenna by 

combing it's encoder with product code and apply iterative SISO ML-decoding 

algorithm at receiving side. We can apply this iterative decoding algorithm on any 

binary block code (Hamming, BCH, RM,…, with any code dimension) with soft 

decision MPSK demodulator to obtain powerful performance but we choice (8,4) 

exHamming code since its provide good BER performance with low decoding 

complexity (since number of codeword =2
4
) and combing it with high rate acceptable 

complexity 4×2 ,64PSK STBC. The main disadvantage of using (8,4) exHamming 

turbo code that bit rate will reduce by 0.25 and decoding time will increase, because 

it's iterative decoding natural. 

  Finally, by comparing the BER performance of rate2/4 STBC2 and rate4/8 

STBC3 we can see STBC3 provide low coding gain as compare with STBC2 (about 

0-1dB for undecoded and 0-2dB for decoded system). This coding gain compare with 

huge MRC complexity of STBC3 can be lossless. Therefore we can conclude that 

STBC code dimension don't affect widely on BER performance.  This coding gain 

may be change if we choice different FEC decoding algorithm (or different FEC 

encoder), or different type of channel or different modulation type.  
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