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Introduction

Statistical analysis is one of the most important methods of understanding various
phenomena whether physical, biological, or other phenomena. One of the sub-sciences of statistics
is time series which is a series of data points indexed in time order. Time series can be analyzed
either within the time domain or the frequency domain, and time series are analyzed within the
frequency domain in several ways such as spectral analysis or wavelet analysis, but in this article
we relied on the spectral envelope analysis method.

There are some time series which its data is categorical, where the categorical data includes all
types of data except numbers. time series analysis is complicated if these series are not static and
have no trend, therefore, methods have been found to be used to eliminate the trend, in this article
have relied on the method of dividing time series into local series to find local spectrum envelopes
to reduce the effect of the trend, we have used the sequence of the nitrogenous bases of bacterial
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DNA in this article. We have analyzed a categorical time series within the frequency domain, also
we have estimated the spectral envelope function, it should be noted that estimating the spectral
envelope function requires a weight function, where the weight function was used is the Dirichlet
function, noting that efficiency is measured by signal to noise ratio (SNR).

The Fourier Transform

Some phenomenon changes over time in a certain pattern, this called a periodic time series,
and the fundamental change on time series can be seen in the pattern, but outside the patterns rang,
it is a repetition of a pattern in that rang, any repeat in this time series called frequency which can
be one of the domains in series analysis.
Analyzing a time series based on frequency requires periodic signal, this would be a problem if the
signal being analyzed was non-periodic, so the Fourier transform is integration make the signals
periodic. the Fourier transform mechanism starts by assuming the aperiodic signal is a periodic
signal, and the period time approaches infinity as following [8]:

1 .
F(w) = %.f_ f(t) e @tdt

Where F(w) Fourier transform, w the frequency, t the time, f(t) the signal at t time.

We can write the orthogonal trigonometric sine and cosine function as:
n/2

2rkt 2mkt
Xe = Z akcos( " ) + by sin (T) t=1,..,n )

This equation are call Fourier series, we can find the Fourier coefficients a; and by, by :

Zt 1xtcos( Zkt) k=0and k =n/2ifniseven
Ak = _
Zt 1XCOS (2 nkt) k=1,2, ,nTl if n is odd

2 “n . (2mkt n—1
by = —Z X; sin (—) k=1,2,..,
n n

= 2
t=1
Now we can write the above formula in split-complex formula as following:
,((n__l(),{zl)/z cpel@t if n is odd

xt =

Zf_n/zﬂ ekt if n is even
when:

2mk

T @

n

and the Fourier coefficient c; can be founded by:

18 il .
Ck = —Z x,e'@kt
N é—di=1

By the equations (1) and (2) we get:
X, = Z’,:fo(akcos(wkt) + bksin(a)kt))

(n-1)/2 ,
z crel@rt if n is odd
k=—(n-1)/2

n/2
Z glwkt if n is even
k k=—(n/2) +1

Now we defined a function f(t) as follow:

p p

= (0, —t<t<:

F® P o<t
xt+jp = xt _] == il, iz, e

that mean x, are periodic with p, so [11]:
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00]
Xp = Z cetkwot (3)
k=—o00

The estimating of spectral density in equation (3) will not be consistent because of the
autocorrelation 5k be flexible the higher value of |k| as the following:

T
1
f(w) = 7 Z Sxw(k) cos(kw)
k=-T
The accuracy of the autocorrelation function is low because of the lack of observations, thus the

effect of the tails of the autocorrelation function increases, so we have to truncate some values of N
which T will be the point of truncate, since this truncation causes the neglect part of the
information, so we need a weight function for weighting the value of the autocorrelation function
[1].

The Dirichlet Kernel estimator is a general stat of the beta Kernel estimator. it is an asymmetric
Kernel which is basically derived from Dirichlet distribution, Dirichlet distribution is derived from
beta distribution. The Dirichlet Kernel function defined as follow [8]:

kpn(6) = %(1 +2 Z cos(ké)))
k=1

The Spectral Envelope

It is a technique which depend on a frequency-based principal component applied to a
multivariate time series, now when we suppose that x;, t=0,=1,42,... is a stationary categorical time
series with finite state-space which is ¢ = {c,,c,, ..., } values, then we suppose the numeric
value a; for any c;. so a is a vector of the real values, a=(a;,ay,...,ax)’, and p; = Pr(xt = cj) >
0, and h(x;) be stationary time series with the real value.
Now we defined Y; as the flowing:

ziif xp =¢jforj=123..,k—-1
v -
0if xx = ¢
When z; is a vector of k items, all its items are zero except jth row are one, and o are kx1 vector, all
its items are zero, then we come collusion h(x;) = a’Y, all so h(x,) = «;
In our application the probability space are the alphabet of the DNA which is {A, C, G, T}, so we
can design Y; as following [9]:
Y, = (1,0,0)", when X, = A
Y, =(0,1,0),when X, = C
Y; =(0,0,1) ,when X, =G
Y, = (0,0,0), when X, =T
So the goal is chose the best value to a so that maximize the power at each frequency o as follow:
frx(w:a)
o%(a)
where A(w) is the power of the frequency, f,.(w:a) is the spectral density and o?(a) =
var{h(x;)} [6, 11].
Suppose the vector process y, has a continuous spectral density denoted by f,,, (w) and for each w
there are k X k complex-valued Hermitian matrix, as we have h(x;) = a’Y; suggest fi,(w:a) =
o fyy(w)a. now when f17(w) are the real part of f,,(w) and f;;”(w) the imaginary part of
fyy(@), and as f7(w) is skew-symmetric, so fii'(w) = —fir(w) and x = x™® + ix™,
soa’ fyy(wa=a f7(w)a
M) = Sl ()
aVa
where V is the variance—covariance matrix of y;, where p = (p1,p2, ..,px), V=D —pp’, and
DISK x K diagonal matrix, D = diag{p,,pz, ..., x}. by assumption p; >0, j =1, ..., k; so the
rank(V) = k — 1 with the null space of being spanned by I, for any k x (k — 1) full rank matrix Q
499
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whose columns are linearly independent of I. And QVQ is a (k — 1) x (k — 1) positive symmetric
matrix.
When f,, (w) is a consistent each j = 1, ..., ] the largest root of 77 (w) is distinct, then:

na[4(w;) = 2(w;)] o .
{ S e (o) (@)l = 1 1} @
converges jointly in distribution to independent zero-mean, normal distribution as n - o
It can be noted that the value of n,, in the equation (4) depends on the type of the estimator.
In this article the smoothed periodogram matrix [11]
In(wj) = ﬁcx = Zﬁ—m hlln(a)j + l/n)
When we use the smoothed periodogram matrix with weight h; thenn,,"2 = ¥7*_, h,*
applying the following approximations, the peak search can be aided in estimating the smooth
spectral envelope, using first order Taylor expansion, we have:
A(w) + Aw)
Aw)
hence E[logA(w)] = logA(w) and var[log A(w)] ~ n,~2 because n,(logA(w) —logA(w)) IS
standard normal [5].

log A(w) =~ log A(w) +

Time Series Stationarity

A nonstationary time series is one that has a trend, and the trend is any systematical change in
the level of a time series, the presence of a trend within the series will cause us problems in time
series analysis which is the inability to calculate the mean, variance and autocorrelations, therefore
the trend must be eliminated or its impact reduced, the method of dividing a time series into a set of
segments one of the methods followed, because the effect of the trend decreases with each segment
[7].

The algorithm that will be followed in the partitioning process is a Tree-Based Adaptive
Segmentation, the series is divided by two segmentations which is the level one, then each
segmentation are divided by two in level two till k-times in level k which is the deeper level, when
T is the length of the entire series then length of each block are T /2%, we will denote the block
B(k,1),  is the [-th block in k level, and N, is the length of blocks in k level, then if D(k,1) be
between two adjacent blocks, B(K + 1,20) and B(K + 1,2l — 1) compute the estimates of the
distances D(k, 1) [2].

. . . T-1 . .
Let's assume k x 1 a vector value of pricewise stationary process, {YS'T}S—O for T = 1, is given as:

B
Yo 1 = z Yo p1(s/T,Up)
b=1

where Y;, are stationary processes with continuous k X k spectral matrices fs,(w). And
U, = [up_q1up,) < [0,1) is the interval, and I(s/T,U,) is an indicator which be equal to 1if s/
b € Uy, and 0 otherwise...
now let rescale time in each block, so [4]:
{Yopis/t €U} > {V, it =0,...,M, — 1}
and the number of observations in segment b is M, and Y¥5_, M, =T, this rescaling of time
represents a simple time shift to the origin where Yy , —» Y;,, for s/t € U, with t =5 — yholm;
It can say that a categorical time series, {xS,T}, on nonzero marginal and a finite state-space is
pieceunise stationary when the corresponding k X 1point process, {YsT} IS piecewise stationary, to
be sure that more observations considered within each stationary segment (or block) when it
sampling the process x, r, it assumed that the lower bound, M, for the number of observations in
each block, b, satisfies M — co as T — oo.

It can define the local spectral envelope as follows when x - is a piecewise stationary categorical
time series. the local analogue of the optimality criterion:
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7 £Tre
(@) sub _ o f{,y (w)a
ax [ o vya
for b = 1,2, ..., B where v,, is the variance-covariance matrix of Y, , and 4, (w) the local spectral
envelope and the corresponding eigenvector a;, (w) to be the local optimal scaling of block b and
frequency w.
now it can be show some asymptotic T — oo results for estimators of the local spectral envelope and
the corresponding local scaling vectors.
Next, let Q which it's columns are linearly independent of I, Q = [Ix_1|0], and let ¥, be the
sample variance-covariance matrix obtained from the data in segment b, {YS,T: s/T € Ub}, or
equivalently,{Y; ,:t = 0,1, ..., M, — 1}, so:
def .
Yoo _ QYsp
This process effected by removing the k-th element from Y; ;, so that it is now a (k — 1) x 1 vector,
we denote in this case:
v, QV,Q and Fop (@) Qfyp(0)Q
It can see that ¥, and £, , (w) become the upper (k — 1) x (k — 1) blocks of the previously defined
v, and fylb(w) matrices respectively, in addition it can use the same convention for the population
values V,, and fy , (w).
In order to more clarification while maintaining generality it determined the buoyant cover of the
local sample, A, (w) to assimilate the largest eigenvalue of §5¢(w) where:
A~ o5-1\2p 75-1\2
9Ir = Vb fY,be
The local sample optimal scaling @, (w) defined by @, (w) = V;l\zﬁb(a)), where 1, (w) is the
eigenvector of §5¢(w) related with the root hat 1, (w) we fixed the scale corresponding to k-th at
zero, in addition, let 41, (w) be normalized so 4,7, (w) = 1, we saw that with the first nonzero
entry of i, (w) considered positive.

In order to let the application of a general theory to obtain asymptotic distributions for the
estimates of the local spectral density f, , (w) we assume in this section that Y; , is fixed stationary
for each of block b, and all local cumulant spectra of all orders be exist for each series Y, ;, the issu
of assuming the existence of all local cumulant spectra is not concern only the categorical case
because the elements of Y; , can be only take two values: zero or one, instead of entering excessive
notation.

The local periodogram of the data {Ys,Ti s/T € Ub} in black b is given by:
Ip(w) = dp(w)dy(w)

where

Mp—1

db(a)) = 1\419_1\2 Z Yt’be—ZTEiwt
t=0

is the finite Fourier transform of the data {Y;7:s/T € U, }.
where [6]:

m
fro=Cm+ D™ Y h(w+i/My)
i=—m

Although increasing the blocks reduces the effect of the trend, it causes complexity in the algorithm
and calculations, so there is a way to reduce the number of blocks without increasing the effect of
the trend which is to merge two adjacent blocks when they show similar behavior in the spectral
envelope, and we'll use an algorithm Kullback-Leibler divergence to measure the amount of
convergence in behavior between blocks, as follow:
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I(p(X),q(x)) = Z <log%>p(x) >0

where p(x) and g(x) denote the probability density functions of random variable x [10].
Finally, we calculated the amount of its efficiency by calculating the SNR which is Signal-to-noise
ratio where the higher the ratio, the lower the efficiency of the function, and vice versa. and the
SNR is given as [9]:

2

Ps
SNR = 10log—
n
The Simulation
First we tested our algorithm before used it in a real data, we used the following equation to
generate it:

X,(t) = 2 cos (%) + cos (%) + 0.3¢,(t) ®)
X,(t) = cos (?) + 0.01€,(t) (6)

where €;(t) and €,(t) are Gaussian white noise and with unit variance, we repeat the experiment
500 times to reach the stability in the results, we set the deepest level at K = 4 to get best
segmentation of the data set simulated [5].
It can have obtained that the results as follows table;

Table (1) : This table shows the results of the SNR of the simulation

el €2 T=32 T=64 T=128 T=256 T=512
0.1 0.3093892 0.3716449 0.4916296 0.6388364 0.8528351
0.2 0.3095647 0.3843005 0.4875641 0.6353982 0.8610108
0.1 0.3 0.3032232 0.3844411 0.4903628 0.6299271 0.8643097
0.4 0.3070692 0.3856573 0.4934298 0.6518823 0.8574658
0.5 0.30329 0.377933 0.4915778 0.6514229 0.859195
0.1 0.6208312 0.7628395 0.9920309 1.304429 1.718979
0.2 0.6149923 0.7661904 0.9787744 1.270372 1.686205
0.2 0.3 0.6224691 0.7700758 0.9760111 1.297633 1.737542
0.4 0.6109164 0.7713775 0.9666547 1.297604 1.711009
0.5 0.6150353 0.7532902 0.9622879 1.28379 1.705533
0.1 0.8981534 1.149613 1.44927 1.919325 2.622079
0.2 0.9446555 1.147468 1.476582 1.938994 2.574888
0.3 0.3 0.9329392 1.163584 1.460798 1.972616 2.587633
0.4 0.9139074 1.174593 1.464646 1.9409 2.603265
0.5 0.9307467 1.165727 1.475798 1.926553 2.574234
0.1 1.242426 1.552434 1.955448 2.607022 3.446554
0.2 1.232675 1.524964 1.966233 2.545621 3.449007
0.4 0.3 1.236753 1.52105 1.968392 2.599238 3.438864
0.4 1.225208 1.51946 1.919457 2.578736 3.463009
0.5 1.220586 1.526252 1.927068 2.580245 3.424694
0.1 1.563 1.890793 2.448022 3.244801 4.295082
0.2 1.504903 1.931691 2.444091 3.217919 4.280181
05 0.3 1.532101 1.925021 2.44182 3.194905 4.299988
0.4 1.525421 1.887476 2.434137 3.230507 4.324139
0.5 1.542217 1.904484 2.450165 3.260982 4.303323

In the table above, we calculated the SNR value when €,(t) = 0.1,0.2,0.3,0.4,0.5 and
€,(t) =0.1,0.2,0.3,0.4,0.5, also at different lengths of the time series T, when
T = 32,64,128,256,512 we noticed that the SNR value increases with the increase of the €, (t)
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value and the length of the chain, at the same time it is not affected by the €, (t)value.
Escherichia Coli DNA

In this article, the application made to the DNA of Escherichia coli strain 1000225 chromosome,
this data has been collected from the website NCBI.
It is one of the most important types of bacteria that commonly found in the intestines of mammals.
it was discovered by German-Austrian pediatrician and biologist Theodor Escherich.

Bty

In general, the effects of this bacterium are harmless and may even be beneficial, as it is an
important source of vitamin K, However, there are many strains that may cause disease in mammals
that are infected especially in humans like Urinary tract infection or internal bleeding, this will be
the length of the string T = 8192.

Representing the first 1000 data in the form of a chart, where the number 1 represents the nuclide A,
the number 2 represents the nuclide C, the number 3 represents the nuccludite G, and the number 4
represents the nuccludite T

By applying the scenario to the data, we obtained the result of SNR = 13.97456

an
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Figure (1): The spectral envelop estimation under the Dirichlet kernel function
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Here we notice a peak at frequencies w,,3, = 0.33325 which coincide to the period of P =
18.85427 where P = 2m/w. This shows that the data has an approximate eighteen sequence cycle.
This peak indicates the possibility of a genetic mutation. Where during a DNA test, it is stimulated
to replicate and reproduce itself.

Conclusions

Through simulations, we reached the following result, which is that the SNR increases with two
factors: the first is the length of the time series, and the second is the €, (t) value, while €,(t) did
not affect the value of the SNR due to the small coefficient of €, (t)in Equation (6), where ¢, (t) and
€,(t) are Gaussian white noise and with unit variance. Furthermore, the DNA of Escherichia
coli strain 1s000225 chromosome data has an approximate eighteen sequence cycle. This peak
indicates the possibility of a genetic mutation.
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