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Abstract

Box-Jenkins seasonal model is applied in this study to records of mean flow to Haditha
reservoir in the middle west of Iraq for period from water year 1999/2000 to water year 2008/2009 .
Two types of model (0,1,1) x (0,1,1);, and (0,1,2) x (0,1,1), are suggested, and the selected model is
the one which give minimum sum of squares (SS). The unconditional sum of squares is used to
estimate the model parameters. It is found that the model which corresponds to the minimum sum of
squared errors is the (0,1,2) x (0,1,1);, model with parameters 6;=0.368 , 6, =0.321 and ® =0.910. Port
Manteau Lack of fit test and Residual Autocorrelation Function (RACF) test are applied as diagnostic
checking. Forecasts of monthly inflow for the period from October ,2009, to September,2011, are
compared with observed inflow for the same period and since agreement is very good adequacy of the
selected model is confirmed.
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Introduction

Stochastic models are widely used in forecasting flow, water quality
parameters, rainfall and other hydrologic phenomena. Time series analysis approach
has been used to develop parametric models for (daily, weekly, monthly, ...) data by
many researchers like (Mahloch, 1974), (Stidinger, 1981), (Cooper and Wood, 1982)
and (Salas and Abedlmohsen, 1993).

A model which describes the probability structure of a sequence of
observations is called a "stochastic process ". A time series of N successive
observations z = ( z; Z»,..., Zn ) is regarded as a sample realization, from an infinite
population of such samples, which could have been generated by the process. An
important class of stochastic processes is the stationary processes. They are assumed
to be in a specific form of statistical equilibrium and in particular vary about a fixed
mean. Particular stationary stochastic processes of value in modeling time series are
the autoregressive ( abbreviated AR), moving average (abbreviated MA), and mixed
autoregressive moving average processes (abbreviated ARMA). Another class of
stochastic processes which is non stationary processes like autoregressive integrated
moving average (abbreviated ARIMA) models (Box and Jenkins, 1976). Al-Suhaili
(1986) used singlesite AR(1), autoregressive integrated moving average(ARIMA
(1,0,1)) and (matalas model) for four Tigris river flow stations. Mahmood (2000)
applied AR(1), AR(2) and ARIMA(1,1,1) models in analyzing monthly time series of
water quality data on the Euphrates river at Kufa city. Abed (2007) applied Box-
Jenkins seasonal multiplicative model of order (0, 1, 1) x (0, 1, 1);2. to monthly
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records of some physical and chemical properties of river water in Babylon, Najaf,
and Diwaniya governorates. Al-Ta'ee (2009) applied ARIMA models to records of
rainfall and evaporation at Babylon governorate. Ali (2009) fitted three Box-Jenkins
seasonal multiplicative models to monthly inflow to bekhem reservoir. Al-Masudi
(2011) fitted seven seasonal multiplicative models to monthly inflow of Dokan
reservoir.

Stochastic Methods

Box and Jenkins (1976) have generalized the autoregressive integrated moving
average ARIMA (p,d,q) model to deal with seasonality and define a general
multiplicative seasonal model in the form :

8B (B°)IW, =0,(8)0,(B°)a, o 1)
or

p ) P ) q _ Q _
(1—Z¢,-ﬁ’j(1-zcbjﬂs‘ jwt z(l—zejﬂ‘J(l—ZG)jﬂ“ Jat .......... 2)
Where:

¢ ,P=autoregressive parameters
0 ,0=moving average parameters

B=backward shift operator such that:
BZ=Z1,and B°Zi=Zs,

Z=InX;,

X=observed inflow (m*/sec.),

W, =Vv*v2Z, and

V =difference operators such that:
d
V 2 =2, —Z 4,

D
Vlz 2, =2, —Z 1p,

D,d=degrees of differencing,
s= number of seasons (=12 for monthly data), and a;'s are drawings from a distribution
of zero mean and constant variance ,i.e., white noise.

This model ,i.e., Equation 1, is said to be of order (p,d,q)%(P,D,Q)s. For example,
if p=P=0, d=D=1, and g=Q=1, equation 2 becomes:

W, = (A= 0B)A—OF)a,  weeoeeeoeeeeeeeeeeee e 3)



Journal of Babylon University/Engineering Sciences/ No.(5)/ Vol.(21): 2013

This model is called Box-Jenkins seasonal multiplicative model or Box-
Jenkins seasonal moving average model of order (0, 1, 1) x (0, 1, 1)1,.By the same
way the equation of the model (0, 1, 2) x (0, 1, 1)1, is become:

W, =(1-0,8-0,87)A-0L%)a,  wcoreeeeeeeiiaarinnnnnn, 4)

The main objective of the present study is to apply the Box and Jenkins model
to monthly in flow to Haditha reservoir in middle west of Iraq.

Description of Haditha Dam

Haditha dam is a multi-purpose hydro-development designed to control the
Euphrates River flow in the interests of irrigation, electric power generation and for
partial accumulation of extreme Euphrates River inflows into Haditha reservoir.

Haditha dam was constructed on the Euphrates River in the Middle West of Iraq
7km upstream from Haditha town. In 1988 the project was completed. The project
generates (660 Mw) of electrical power a side from performing its flood control
function. Central and southern parts of Iraq get the benefit of irrigation water from its
reservoir. Figure (1) shows a general layout of the project (Hydroprojekt, 1988).

The means of inflows to Haditha reservoir for the entire period of record of 10
years from Oct.,1999 to Sep.,2008 are plotted as shown in figure (2). The periodic
behavior of this series is show a marked seasonal pattern.

Fitting Box-Jenkins Models to Haditha Inflow

The seasonal ARIMA (p,d,q)x( P,D,Q) model —which is called "seasonal
multiplicative autoregressive integrated moving average model "or Box — Jenkins
seasonal model —is to fitted to a time series by using a three-stages procedure. These
stages are model identification, estimation of model parameters and diagnostic
checking of the estimated parameters.

First of all the observations are plotted against time this will show up important
features such as trend, seasonality, discontinuities and outliers. Figures (2) show that
there is little trend ,high fluctuation, and seasonal variation for monthly inflow.

The procedure of fitting is summarized by the following steps(Box and Jenkins,
1976):

1. Transform data using natural log transformation which was found the most
appropriate.

2. Removing trend component by using the first order differencing.

3. Removing the seasonal variation by using the first order seasonal differencing.

4. Model identification by plotting ACF and PACF of monthly observations.

Identification of Representative Models

By identification it is meant the use of the data, and of any information on how
the series was generated, to suggest a subclass of models from the general Box-
Jenkins family , i.e., Equation 1 for further examination. In other word, identification
provides clues about the choice of the order of p ,d ,q ,P ,D ,and Q. However, in
practice the degrees of differencing d and D are assumed 1 while autocorrelation and
partial autocorrelation function are plotted to guess the order of p ,q ,P ,and Q.

The estimation autocorrelation and partial autocorrelation function as shown in
figures (3) and (4) respectively are characterized by correlations and autocorrelations
which alternate in sign and which tend to damp out with increasing lags.
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Estimation of the Model Parameters

The unconditional sum of square method is used to estimate the model
parameters.
Trial values for the parameters of the (0,1,2)x(0,1,1);, model ,i.e. 01 , 62 and ® in
Equation (4) are assumed and the sum of squares ,SS , is computed. Computation of
SS is repeated with different values of 6; , 6, and ® until minimum sum of squares is
obtained. To illustrate this procedure results are given in Table 1 for 6,=0.368,
0,=0.321 and ®=0.910 corresponding to the minimum sum of squares of 12.017439.

The number of observations is N=120 , n=N-d-SD =120-1-12= 107 is the
number of dependent stochastic component (W), d is the degree of simple difference
(d=1), D is the degree of seasonal difference (D=1), and S is the length of periodic
cycle (5=12).

The values of both 0, , 6, and ® vary from -1 to 1. We choose 6;= 0, =@® -1 as
trial values and sum of square (SS) is computed. The procedure is repeated with
different values of 6, , 6, and ® until we obtain minimum sum of squares. Table (1)
shows calculation corresponding to specific assumed values of 6; , 6, and ®. Then,
the model may be written in either forward form as shown in the following
equation(Box and Jenkins, 1976):

[at ] = [Vvt ]"‘ 91 [at—l ] 'ng [at—Z ]"‘ ®[at—12 ]_ 01®[at—13 ] B 92®[at—l4]
e (5)

or backward form as follows:

[et ] = [\Nt ]"‘ ‘91 [et+1]+02 [et+2 ]"‘ ®[et+12 ] - 91®[et+13 ] - 92®[et+14]
civrieiennennnn(6)

Hence, it is convenient to use a numbering system so that the first observation
in the X; series (the second column in table 1) has a subscript -12, the last observation
has a subscript 107, The beginning of calculation is done by equation (6),i.e. when
t=107, to compute the [e]'s (column 6) for t=107, 106,.....,1 by setting [e] =0 for
t=108 , 109,and so on .Then the [Wy] series for t= 0,-1, -2,...., -12 is computed by
equation (6) by setting [e] =0 for t=0, -1,...., -12. After that [a]s ( in fourth
column) are computed by equation (5) for t=-12 ,-11,.....,107 by setting [a;]'s=0 for
t=-13,-14,and so on. Hence ,the sum of squares(SS) is computed by the following

equation:
t=107

SS = D87 i (7)

t=—12
Table (1) shows that the (SS=12.017439 when 6,=0.368, 6,=0.321 and
0=0.910).Therefore, the model equation is:

W, = (1-0.3684 —0.3215)(1—0.9105%)8, «.eevvveriineeiiiieieeiiieeiinnnn, (8)
The result of application of the unconditional sum of squares method to estimate the
parameters for the other model (0, 1, 1) x (0, 1, 1)1, is (SS=13.45575 when 6,=0.488
and 0,=0.902).

Diagnostic Check
After estimating the model parameters, the diagnostic checking is applied to see if
the model is adequate or not. Therefore the following statistical tests are used:

1. Port Manteau Lack of fit Test
Portmanteau lack of fit test is used for this purpose. Itisa test of the residual
independency and uses the Q-statistic defined as :
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Q=(N=0d=DS)DTH28, oottt (9)

where ry(ay)is the autocorrelation coefficient of the residual (a;) at lag k ,and M is the
maximum lag considered (about N/4) (Chatfield,1982), ARIMA model is considered
adequate if Q<y? a(M-np) Where a is the level of significant , np is the number of model
parameters, and the expression (M-np) represents the degree of freedom.

The results of this test indicate that model is adequate because the calculated
Q= (36.4005) less the Xz- table (43.192) with 27 degree of freedom (M-P-p-Q-q) at
97.5% confidence limits where M=30 for monthly data.
2. Residual autocorrelation Function (RACF) Test

The second test is the independency of the resulting (a;) series, the
correlogram of this series are computed for lag (M=N/5) are shown in figure (5) . The
figure shown that the most of computed lags lie inside the tolerance interval (+2/4N,
at 95% confidence limits). Hence, the suggested model can be considered as
appropriate model because of its capability of removing the dependency from data.

Forecasting

Forecasted monthly data are computed for 3 years a head of original data for
the period from 2009 to 2011 by applying the following equation (Box and Jenkins,
1976):

Zt (f) = Zw = ZHH + Zt+€—12 - Zt+£—13 ta,, - elawﬂ—l - gzamfz - ®at+(—12 + ‘91®at+£—13 + 02®at+l—14 e --(10)

where t is the origin time (t=120) and ? is the lead time (=1,2,...36).After
obtaining the forecasted series (Z; for t=121,122,123....156) ,then the final series (X)
is determined by reversing (In) transformation .Figure (6) show the forecasted series
for these data. The corresponding observed values are also shown in the figure and
since agreement between observed and forecasted values is very good, it is confirmed
that the model is adequate.
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Figure (1): Schematic general layout for Haditha Dam(Hydroprojekt, 1988)
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Figure(2): Monthly Observed Inflow to Haditha Reservoir from Oct., 1999 to
Sep., 2008(Ministry of water resources, 2011).
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Figure(3): Autocorrelation Function Tor the Series.
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Figure(4): Partial Autocorrelation Function for the Series.

Table(1): Calculation of sum of squares for model (0,1,2)x(0,1,1)1, with
0,=0.368, 0,=0.321 and ©®=0.910

t(month) X Z=InX; a W, e a’

12 613 | 6.418365 | 0.147125154 | 0.147125154 0 0.021645811
11 750 | 6.620073 | 0.02111979 | -0.033022267 0 0.000446046
-10 975 | 6.882437 | 0.025621828 | -0.029377429 0 0.000656478
-9 875 | 6.774224 | -0.311103331 | -0.327311616 0 0.096785283
-8 860 | 6.756932 | -0.096896619 |  0.0093648 0 0.009388955
-7 550 | 6.309918 | -0.190599069 | -0.055076944 0 0.036328005
-6 631 | 6.447306 | 0.356195435 | 0.457439707 0 0.126875188
5 305 | 5.720312 | -0.491782175 | -0.561679793 0 0.241849707
-4 235 | 5.459586 | -0.239649338 | -0.173012233 0 0.057431805
-3 176 | 5.170484 | -0.693148427 | -0.447095393 0 0.480454742
-2 194 | 5.267858 | -0.408382614 | -0.076376555 0 0.166776359
-1 222 | 5.402677 | -0.297875905 | 0.074909542 0 0.088730055
0 307 | 5.726848 | 0.213592195 | 0.320417457 0 0.045621626
1 525 | 6.263398 | 0.287775744 | 0.334842244 | 0.2577119 | 0.082814879
2 694 | 6.542472 | 0.164440542 | 0.016709433 | 0.2082181 | 0.027040692
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94 625 6.437752 | 0.051772936 0.093072685 0.1281152 | 0.002680437
95 485 6.184149 | -0.057300307 | -0.124985381 | 0.0059274 | 0.003283325
96 305 5.720312 | -0.458288778 | -0.058372006 | -0.1403493 | 0.210028604
97 350 5.857933 | -0.326316428 | -0.296831267 | -0.2463165 | 0.106482411
98 490 6.194405 | -0.176390174 -0.05942342 0.0270005 | 0.031113494
99 730 6.593045 | 0.053639214 0.16022812 0.1264132 | 0.002877165
100 650 6.476972 | -0.157862645 | 0.237720926 0.1243111 | 0.024920615
101 395 5.978886 | -0.202958577 | -0.217573015 | -0.2478549 | 0.041192184
102 275 5.616771 | -0.189685545 | -0.293121796 | -0.0691564 | 0.035980606
103 250 5.521461 | -0.075526775 | -0.192473928 | -0.0150540 | 0.005704294
104 270 5.598422 | 0.157176952 0.751759083 0.7149698 | 0.024704594
105 345 5.843544 | 0.127650858 | -0.429675584 | -0.2669439 | 0.016294742
106 435 6.075346 | 0.171812733 0.085619104 0.1914207 | 0.029519615
107 450 6.109248 | 0.168568394 0.28750431 0.2875043 | 0.028415304
12.01743926
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Figure(5): Autocorrelogram of Residual Series Parameter.
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Figure(6): Comparison of Forecasted and Observed Inflow (Oct. 2009- Sep.2011).

Conclusions

The time series(October 1999-September 2008) of monthly inflow to Haditha
reservoir is a periodic series and , therefore, the stochastic model which represents it
Is a seasonal one. The models(0,1,1) x (0,1,1)12 and (0,1,2) x (0,1,1)1 are fitted to the
series and it is found that sum of squared errors of the (0,1,2)x(0,1,1)1, model with
autoregressive moving average parameters of 6; =0.368 , 6, =0.321 and ® =0.910 is
less than the other model. The diagnostic checking show that model is adequate.
Forecasts using the model for the period from October, 2009 to September 2011
agrees well with the observed values.
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