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1. INTRODUCTION 

In the contemporary era, social media offers an invaluable platform for expressing ideas and disseminating 

firsthand expertise about diverse events, commodities, and services. These valuable sources of information hold 

great appeal for online users in their pursuit of selecting the most optimal product or service for acquisition. 

Opinions possess significant merit due to their impartial and independent nature. Their foundation is based on 

actual customer experiences with a specific product or service [1]. 

User feedback is critical to businesses because it allows them to gauge consumer satisfaction and enhance their 

services. Considerable discussion has taken place about collecting data and discerning between positive and 

negative sentiments. The difficulties in learning Arabic have promoted more research on sentiment analysis of 

Arabic literature. The majority of sentiment analysis research is mainly concerned with the English language [2]. 

Recent significant and demanding improvements in Arabic Sentiment Analysis (ASA) have made it an essential 

subject of study [1]. A limited number of academic works address concepts, attitudes, feelings, and sentiments 

related to Arabic [2]. Sorting Arabic text according to its content into predefined categories is the primary goal of 

the ASA assignment. Notably, the way in which text is represented dramatically impacts how well AS can 

perform. Contextual embedding models facilitate obtaining universal sentence representations because they 

consider contextual factors and the meaning of words. Sentiment analysis, also known as opinion mining, is the 

process of determining whether an author has a favorable or unfavorable attitude about a particular topic [3]. 

However, identifying sentiment polarity is a difficult task that calls for sophisticated knowledge of natural 

language processing, information retrieval, linguistics, and a thorough comprehension of the textual context [4,5]. 
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Furthermore, analyzing and classifying these sentiments accurately is crucial because they can significantly 

impact many levels. Many studies in the existing literature use machine learning techniques to address sentiment 

analysis. Nevertheless, because deep learning (DL) has recently been more successful in various fields, data 

scientists and researchers have increasingly used DL to address related problems. Deep networks have proven to 

be efficient and effective in processing large datasets. Arabic is one of the four most utilized languages on the 

internet, with over 226 million users [6]. 

Billions of social media posts are generated daily, leading to an increased use of emoji and emoticons. Emoji and 

emoticons serve as invaluable resources for sentiment analysis. Sentiment analysis is a method employed to 

examine the text and discern various attitudes. Emoji have the potential to enhance sentiment analysis as well as 

other related endeavors, such as sarcasm detection. Its goal is to understand how emoji are used and the extent of 

their impact on detecting emotions [7]. The present study examined the sentiment analysis process in social 

media networks through the use of emoji. Twitter has been chosen as the primary information source for the 

analysis. Incorporating emoji characters increases the sentiment scores obtained through sentiment analysis. In 

addition, the impact of emoji characters is more noticeable in instances of positive opinions than negative ones 

[8]. The article concentrates on examining the sentimental roles of emoji in Arabic texts. Depending on the 

context, emoji can possess various sentimental roles. Emoji can function as enhancers, indicators, mitigators, 

reversers, or triggers. Emoji can also have a neutral impact on the sentiment of a text [9]. Sentiment analysis is 

the process of determining the attitudes expressed in a text; it has gained attention in various domains. This 

article discusses the difficulties of using emoji to categorize Arabic training data. It also presents an algorithm for 

handling tweets in Modern Standard Arabic and dialect Arabic. The authors highlight the complexity of the 

Arabic language and the need for more data to improve sentiment analysis [10]. The challenges to Arabic natural 

language processing are the variety of dialects and limited resources for hostile Arabic language detection. The 

challenges to Arabic natural language processing are the variety of dialects and limited resources for hostile 

Arabic language detection. This study addressed the problem of limited resources due to the use of the Arabic 

language, which has not been highlighted until very recently, as well as the large number of dialects and the 

limited use of classical Arabic. This problem is one of the most important problems that lead to differences in 

interpretations and conclusions when evaluating reviews using these methods. Models developed with MSA or a 

specific dialect often struggle when applied to other dialects due to linguistic differences [11]. The main 

contribution of this paper is that it provides a valuable analysis of the content of Arabic emotions with emoji and 

other dialects, with results comparable with those of previous studies. 

2. Related Work 

H. Cui, Y. Lin, and T. Utsuro [12] used emoji as training data to look at sentiment analysis of tweets. Certain 

emoji types appeared in tweets with inconsistent attitudes. Convolutional neural networks (CNNs) were used to 

classify sentiment. The CNN model performed better than the SVM model in sentiment analysis. The majority of 

the sentiment analysis studies of tweets obtained an equivalent number of positive and negative tweets using 

filters and manual judgment. 

H. Abdellaoui and M. Zrigui [13] used the remote supervision method; emoji and sentiment lexicons from 

Twitter were used to gather and label a dataset for Arabic sentiment analysis. More than six million tweets were 

classified as neutral, harmful, or sound. The algorithm was capable of handling Modern Standard Arabic and 

dialect Arabic mixed-content tweets, but more training data were needed for better results with DL models like 

LSTM and CNN. An LSTM model trained on the head dataset also showed promising results for Arabic 

sentiment analysis. Furthermore, emoji were used as keywords for data gathering, and the issue of using dialect 

instead of Modern Standard Arabic was resolved. Finally, dialect words were replaced with synonyms in Modern 

Standard Arabic using a simple algorithm, and the top 20 most used emoji on Twitter, including the most 

subjective ones, were chosen. 

Emoji express emotions on social media. Current sentiment analysis approaches using emoji have limitations. 

Therefore, this study by L. Yinxia et al. [14] proposed a bidirectional LSTSM sentiment analysis model. As such, 

the model incorporated the attention approach and achieved superior performance, and it showed that text had 

less of an impact on sentiment polarity than emoji. Moreover, compared with emoji-emb and SVM, the Bi-LSTM 

https://doi.org/10.25195/ijci.v50i2.534
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(text emoji) model was better. Finally, the best model was the ea-bi-LSTM model, which effectively captured 

emoji influence; it achieved the highest f-scores in identifying sentiment polarities. 

 

The entire process in the study done by Babu and Kanaga [15] used social media data for analysis and 

classification. It included textual data and emoji. The use of multi-class classification is more accurate than that 

of binary and ternary classification, which were employed in earlier studies. Intelligent techniques were used for 

apprehensiveness or dejection detection. Multi-class classification with DL algorithms showed a higher degree of 

precision. Combining different DL algorithms yielded a higher degree of precision. DL algorithms performed 

well on depression datasets. Combining CNN-LSTM algorithms gave a better precision of 92%. LSTM + 

FastText from Twitter, Kaggle scored 66%. 

M. J. Althobaiti [16] suggested a technique for identifying hate speech and foul language in Arabic tweets. 

BERT, SVM, and logistic regression were contrasted for detection purposes. Furthermore, emoji and sentiment 

analysis were added features. The BERT-based model outperformed benchmark systems in every evaluation, and 

The addition of sentiment analysis enhanced the detection of hate speech and abusive language. The BERT 

model also achieved f1-scores of 84.3%, 81.8%, and 45.1% for offensive language recognition and hate speech 

detection. Although sentiment analysis improved the identification of abusive and hateful language, the influence 

of emoji as characteristics differed based on the size and uniqueness of the class.  

 

P. Dey and S. Day [17] proposed a model for examining emotional tweet replies. The “tweepy” crawler data and 

machine learning techniques form the basis of the model. Based on the user's feelings, a sentiment is assigned to 

each tweet. The effect of emoticons on text mining is investigated. Adding emoticons raises the overall score for 

opinions. Sentiment analysis can benefit from an innovative viewpoint offered by emoji analysis. 

L. Li and Wang [18] surveyed over 900 Weibo users to create a text-free emoji sentiment language. A total of 

8,822 Weibo comments with indexed emoji were analyzed using the emotion lexicon. The findings revealed a 

public sentiment version of loss aversion, with negative emoji outperforming happy emoticons. Real-time 

observation and prediction of attitudes and reactions to social events can be achieved through emoji sentiment 

analysis. Emoji serve several purposes, as evident by the insights provided in [14] into several areas of study, 

including risk management, nonverbal communication, and public choice. 

L. Berggren [19] examined two challenges: analyzing a non-English language and the impact of emoji. A 

sentiment-annotated dataset of Swedish texts with emoji was created, and a Swedish sentiment analysis model, 

called “Swevader,” was developed based on the English lexicon-based model “Vader.” The “Swevader” model 

achieved an accuracy of 53% and an f1-score of 47%. Emoji improved the analysis for most models, but 

classifying neutral texts took more work, raising concerns about using the dataset for model evaluation. Emoji 

contain valuable information and can be crucial when resources for text analysis are lacking. Therefore, emoji 

should be considered. 

N. Nirbhik and S. Kumar [20] utilized opinion mining on Twitter to measure extremist affiliations, using 

emoticons to increase sentiment analysis accuracy. Transformers and BERT greatly influence NLP. Although the 

model performed well in predicting sentiment, room for improvement in identifying positive sentiment was 

found. A DL model was developed specifically for sentiment analysis on extremist-related tweets. The study 

showed that combining text and emoticons enhances classification accuracy. Future research could explore other 

language models and complex features. The potential for the model to be applied to other social media platforms 

was also considered. 

3. Sentiment Analysis within Text and Emoji   

Billions of social media posts lead to increased use of emoji and emoticons, which are valuable for sentiment 

analysis. Emoji can enhance accuracy and help detect sarcasm. The objective was to understand the use of emoji 

and its impact on sentiment analysis [21]. Using emoji characters in sentiment analysis on social networks, 

https://doi.org/10.25195/ijci.v50i2.534
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particularly Twitter, resulted in higher sentiment scores, because emoji have a more substantial impact on 

positive opinions than negative opinions [22]. 

Emoji are popular tools for nonverbal communication in social media, providing insights into public sentiments. 

Positive emoji are used more frequently than negative ones, and negative emoji have more vigorous intensity. As 

a result, emoji indicate public sentiment in social communication [23]. A proposed model for sentiment analysis 

combines bidirectional LSTM and attention methods to document how emoticons affect the text. The model 

performed better than baseline models on a corpus of labeled “Sina Weibo” posts [24]. 

Emoji in Arabic texts can serve different sentiment roles depending on the context; they can emphasize, indicate, 

mitigate, reverse, or trigger sentiment. Emoji can also have a neutral effect on sentiment [25]. Emoji are also used 

in social media comments to convey emotions. As such, they were detected and analyzed using a dataset from 

Twitter, and accuracy rates for happiness, anger, and sadness were 80%, 72%, and 65%, respectively [26]. 

Sentiments conveyed by emoji differ between Arabic and European languages, particularly for emoji 

representing objects, nature, symbols, and specific activities. Food emoji also showed a high level of 

inconsistency regarding sentiments [27]. To improve sentiment analysis in the Arabic language, which is 

considered one of the most widely used languages on social networking sites, it was suggested that the study 

should be conducted on large data sets collected carefully and with caution [28]. 

4. Proposed Work 

The primary function of the system is to analyze the sentiment (positive or negative) of Arabic-language 

comments. The practical parts of the system are explained in this section. The system has two essential 

components: gathering the dataset and using Arabic text for sentiment analysis; the system includes obtaining a 

substantial number of Arabic comment data as well. Compiling the dataset is a crucial stage. To guarantee the 

efficacy and precision of the system, the dataset must encompass a diverse range of themes and emotions. The 

second component of the system is a sentiment analysis of Arabic text; sentiment analysis aims to identify the 

feelings conveyed in a particular text. Here, the system prioritizes Arabic-language comments. As such, this 

section recommends using various technologies, such as DL algorithms and natural language processing 

techniques. The suggested system accomplished the ASA goal by utilizing DL methods. As shown in Figure (1), 

the procedure comprised reading the dataset, preparing it, and breaking the task into manageable chunks. The 

first section of the work used the Spacy method to encode emoji. In the second section, transformer models like 

AraBERT were used. The third section used various deep-learning methods, including CNN and LSTM. These 

models were all created using the two embedding techniques: FastText and Spacy. 

 

Figure (1): Block Schematic for the Suggested System 

https://doi.org/10.25195/ijci.v50i2.534
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4.1 Dataset 

The first dataset utilized in the investigation consisted of data derived from social media, and the information 

obtained from various social media platforms had undergone preliminary processing. The dataset encompassed 

textual data as well as emoji, and multiple datasets were employed, including tweets from diverse sources. This 

dataset was used for sentiment analysis, specifically focusing on an Arabic social media dataset encompassing 

58,751 tweets from the Twitter platform. Additionally, 1,026 distinctive emoji were extracted from the Arabic 

dataset. The dataset comprised 29,849 positive tweets and 28,902 negative tweets. The dataset was partitioned with 

an 80:20 split ratio into a training set and a test set to make analysis easier. Ultimately, the dataset was employed to 

construct a classification model. 

Classification methods are available that give better performance whenever the available data set is large, but this 

may lead to the emergence of the problem of imbalanced data. Many studies that address solutions to this problem 

have been presented [36] . 

The second dataset was in the Moroccan dialect. The reason for using data with limited resources such as Moroccan 

dialect data is to explore the findings and studies that have not been highlighted in these areas, and it also helps to 

distinguish the research from its counterparts as a result of presenting different aspects from others. which the 

researcher obtained from the GitHub website, contained 8,025 comments in this dialect, and it was also separated in 

the same proportions as the first data set. Two types of data were used according to the following table: 

Table I Dataset Details 

 

4.2 Emoji Coding and Preprocessing  

The initial step in creating a successful program involves defining and quantifying emoji symbols. The researchers 

utilized digital coding methods, calculating the frequency, weight, and repetition of emoji in reviews. Through the 

Spacy methods, 284 emoji symbols were identified, while FastText was trained on extensive comments and texts to 

classify and study the impact of emoji on reviews. The examination of emoji in Arabic tweets revealed instances of 

inconsistent sentiment expression. To further analyze the relationship between emoji and sentiment, the researchers 

collected Arabic tweets with emoji and found that tweets with more emoji performed better. Then, the sentiment of 

tweets containing only one emoji was manually assessed, and consistent sentiment expressions in texts and emoji 

were observed. The frequency of symbols varied based on usage, resulting in four situations: opposite sentiment 

expression, emotionless tweets, ad-like tweets, and incomprehensible language . 

The workflow algorithm analyzed emoji in a dataset by extracting them from each review and calculating their 

frequency. This information was then used to determine the weight of each emoji based on its occurrence in positive 

and negative reviews. A data frame was created to display the emoji along with their weights and classifications. In 

Dataset name Website Link Num-of-Tweets Arabic Dialects Balanced 

Arabic-sentiment-twitter 

(AST) 
Kaggle 

https://www.kaggle.com

/code/yasmeenhany/arab

ic-sentiment-analysis-

using-arabic-bert - 

Arabic-sentiment-

analysis [36] 

58,751 Multi Yes 

OMCD Github 

https://github.com/kabiless

efar/OMCD-Offensive-

Moroccan-Comments-

Dataset [11] 

8,025 Single (Morocco only) 

Yes 
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addition, a vocabulary dictionary was designed for emoji and their weights. The pre-trained FastText model in 

Arabic was loaded and used to calculate the average contexts related to each emoji. Finally, the averages based on 

context were stored as expected quantities for each review. The other model (Spacy) was created using this same 

method, but the last method was more developed and trained in emoji and many Arabic dialects.  

 

 

Figure (2): Represented emoji 

Some studies have taken symbols as a basic element for evaluation, as they were studied as either a digital code or a 

code specific to each emoji, and most of them were converted into a text expressing the state, for example (☺) a 

smiling face or () a sad face or other expressions, but we used a more accurate method because we encoded them 

(−1,1) to express them directly if they were negative or positive. 

Emoji are very important because their presence in reviews greatly affects the results, as well as the possibility of 

relying on them to make a decision when not knowing the direction of the clear text in unclear and incomprehensible 

comments. 

Preprocessing: The process of getting raw data ready for analysis or modeling is called dataset preparation. Data are 

cleaned, transformed, and persisted to improve usability and ease of use. Preprocessing is an important part of the 

data science journey because the quality of the data affects the efficiency of any subsequent analysis or modeling. 

The preprocessing steps include: 

• Removing all punctuation and diacritics from the text. These marks are distracting and might not have 

anything to do with how feelings are understood. Therefore, eliminating them before doing mood analysis is 

important. 

• Making the Arabic text more consistent by changing some letters. Normalization means changing some letters 

in Arabic text to their normal form to get rid of mistakes and make the word embedding smaller. For instance, [ 

 .[رائع] can be changed into [رائئئئئئع

• Removing any characters that appear more than once in the text. Characters that appear more than once can 

lead to mistakes when mood analysis is done. 

Removing all Arabic words that are not negation characters: Words that contribute little or nothing to the meaning of 

the sentence can be removed without changing the overall tone of the text. 

4.3 Word Embedding  

4.3.1 FastText Embedding:  

In 2016 [29], Facebook AI researchers unveiled FastText, an NLP library that demonstrated efficacy, and the 

primary goal of this endeavor was to augment the continuous skip-gram model [30] by integrating sub-word 

information. Their innovative approach involves acquiring word representations as the vector sum of the n-grams of 

the acquired character, due to the belief that sub-word information can be beneficial for rare words and the challenge 

of noisy data. Therefore, fastText word embedding was integrated into the experimental framework of the study as a 

possible text representation method. Within this framework, words were represented as sets of character n-grams, 

where n might have a value between 3 and 6, thereby capturing diverse aspects of words, ranging from suffixes to 

more extensive roots. This advancement, achieved through the fusion of DQN with deep learning, emphasized the 

importance of internal word information. For instance, when n equals three, the word (where) appears, which gives 

https://doi.org/10.25195/ijci.v50i2.534
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the word the following expression: (wh, we, her, here, re, where). As is evident, the entire sequence is also provided. 

N-grams were found in the training corpus, and a vector representation was obtained for all of them. Finally, the 

word was expressed as the total of its n-gram vector representations. 

4.3.2 Spacy Embedding:  

Spacy [31] represents a neural network model and an open-source library for basic neural network activities. These 

tasks include tokenization, named entity recognition, similarity detection, sentence boundary identification, 

lemmatization, rule-based matching, tokenization, part-of-speech tagging, and other linguistic features. Also, the 

training phase of the stochastic model employs gradient and loss functions. Furthermore, the trained model performs 

well in scenarios involving transfer learning. Spacy is a freely available open-source software library that provides 

various practical tools for processing textual data. These tools include support for over 73 languages, state-of-the-art 

speed, a training system ready for production use, linguistically motivated tokenization, easy extensibility through 

custom components and attributes, and robust accuracy that has been rigorously evaluated . 

 

Figure (3) Architecture FastText Embedding [29]                  Figure (4) Spacy Architecture [31] 

4.4 Deep Neural Networks (DNNs) 

Data-driven modeling has made extensive use of DNNs. A DNN comprises layers with mathematical relationships 

between nodes and edges. Backpropagation is used to update these associations while the data are being trained. The 

modified relationships are then utilized as equations to forecast the output variables based on the training data. 

Consequently, a key benefit of DNNs is their capacity to convey the links present in the system despite its 

complexity and nonlinearity . 

4.5    LSTM   

Networks are particularly good at managing long-term dependencies and are made to remember data in longer 

sequences. In LSTM networks, the internal state of memory is driven by three gates: the input, forget, and output 

gates. These gates control which data in the memory should be added, removed, or left intact. The gates contain the 

amount of data that can flow through using a sigmoid layer and element-wise multiplication. The memory cell 

eventually learns the essential information based on the training process. LSTM attempts to solve some problems, 

including vanishing gradients, by imposing no bias against recent and evolving observations but keeping an error 

constant going back over a certain period [32]. 

4.6    CNN 

Convolutional neural networks (CNNs) are feed-forward neural networks initially developed for computer vision 

applications [33, 34]. CNNs have shown notable progress in NLP tools. A layer within them exists that has locally 

applied convolutional filters. Unlike conventional neural networks, CNNs employ convolution instead of universal 

matrix multiplication. CNNs have become one of the DL algorithms with the fastest execution times due to reduced 

network complexity and weight count. Another advantage of CNNs is that they require less preprocessing. Their use 

https://doi.org/10.25195/ijci.v50i2.534
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in several domains, including image processing, voice and handwriting recognition, and natural language processing, 

has been made possible by this characteristic. 

4.7 AraBERT 

A language model built on the BERT architecture is developed for Arabic processing. It is a crucial tool for Arabic 

natural language processing (NLP), enabling academics and industry experts to train models for various NLP tasks 

such as named entity recognition, text classification, and sentiment analysis. A vast collection of Arabic text, 

comprising a range of internet documents such as blogs, social media posts, and news stories, served as the initial 

training set for the AraBERT model. Similar to the pre-training process of BERT, the pre-training phase of 

AraBERT involved teaching it to infer  words without including sentences. Using this paradigm, AraBERT could 

produce  Arabic text representations of exceptional quality since it could comprehend the contextual links between 

words and their meanings [35]. AraBERT was tested in several NLP projects with promising results. For example, 

AraBERT surpassed previous pre-trained language models by attaining state-of-the-art performance in Arabic 

sentiment analysis [34, 35]. 

5. Experimental Results 

After facing the difficulties of collecting data in Arabic and choosing the appropriate one, provided that it contains 

appropriate amounts of emoji to evaluate the studies, and after applying the various DL models and making changes 

to them by controlling the number of layers and choosing an appropriate design that shows the best results through 

experimentation and evaluation, these results were compared. Results from models with differences in including the 

word and experimenting with many methods and possibilities to reach the best outcomes were compared with the 

results reviewed in previous research; therefore, the aim was toward improvement and choosing the best-performing 

methods to obtain distinctive results in analyzing Arabic emotions and the dialects they contain. In this research, 

these results were revealed through many studies and experimenting with many methods and possibilities to find the 

best results compared to the results reviewed in previous research. 

The following equation is used: Accuracy = (True Positives + True Negatives) / Total Samples. 

The results were excellent, as two-word embedding methods were employed to compare DL models. As a result, the 

“Spacy” inclusion was better than “FastText” because it had been trained using a large number of languages and 

emoji, with approximately 1,026 emoji symbols learned, which yielded better results compared with “FastText.” In 

this work on DL models, the CNN model was found superior to the two methods in embedding. In addition, the 

transformer (AraBERT) was better than the other models, because it obtained 95%, which was the highest result 

compared to all other models. A previous study was conducted on the dataset, and BERT (transformer) was applied. 

The results were as described above.  

Table II Accuracy Ratio for (AST) Arabic Sentiment Twitter Dataset 

 

Model 

Accuracy (%) 

Spacy-Word Vector FastText 

DNN 90% 75% 

LSTM 92% 80% 

CNN 94% 83% 

CNN+LSTM (2L) 90% 74% 

CNN+LSTM 

(4 Layers) 
87% 72% 

AraBERT 95% 

https://doi.org/10.25195/ijci.v50i2.534
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The comparison presented in the preceding Table (4.8) demonstrates the current findings in relation to past research 

conducted on the identical dataset within the framework of a mixed model incorporating textual data and emoji. The 

findings indicate that the Spacy method exhibited superior performance by achieving the highest levels of accuracy 

in the classification of comments. Specifically, the analysis revealed that the highest accuracy rates were observed 

for the AraBERT and CNN models. Conversely, in the case of Fasttext, the LSTM model outperformed all others by 

achieving the highest accuracy rate. Juxtaposing these results with those of earlier studies showed that the accuracy 

rates of AraBERT and CNN surpassed those of the BERT model when applied to the same dataset. 

Table III Accuracy Ratio for OMCD Dataset 

 

In the OMCD dataset, the proposed models indicated a similar degree of effectiveness to the current best models, as 

evidenced in Table (4.14). (Antoun et al., 2020) projected an accuracy of 81% for their model, but our LSTM-based 

model predicted an accuracy of 78%, which was somewhat higher. This finding suggests that two possible methods 

for sentiment analysis in the OMCD dataset are the LSTM and AraBERT models. 

The results obtained from the other dataset were relatively different from the previous study because the results were 

not lower. Nonetheless, AraBERT achieved the highest percentage by applying the two types of organizations 

mentioned previously. Consequently, the incorporation of fastText yielded a slightly improved examination of DL 

models, revealing that the LSTM+CNN model surpassed both approaches in embedding. The adapter (AraBERT) 

was also better than the other models because it obtained 84%, which was the highest result compared with all other 

models. A previous study was conducted on the data set, and AraBERT LSTM (transformer) was applied. The 

results were as described above. 

6. Conclusion 

This study examined the problem of the limited resources available to detect emotions in Arabic text and Twitter 

emoticons using embedding models. To address this issue, the OMCD dataset, which consists of feedback gathered 

from Moroccan YouTubers, was produced and made public. The researchers also conducted experiments utilizing 

several DL models and provided the findings to show the efficacy of our dataset. In addition, the significance of 

emoji was emphasized. In the OMCD dataset, AraBERT performed the best among all the other DL models. No 

previous studies have focused on analyzing Twitter to model the semantics of emoji within Arabic texts. The study 

compared word representation and embedding methods for sentiment analysis and DL models. The vectoral models 

of words and emoji were made available online. The models using the AraBERT transformer method resulted in the 

best performance. Moreover, the models using the “Spacy” word embedding method showed better performance 

BERT [35] 90% 

 

Model 

Accuracy (%) 

Spacy-Word Vector FastText 

DNN 56% 55% 

LSTM 54% 54% 

CNN 56% 55% 

CNN+LSTM(2L) 56% 54% 

CNN+LSTM 

(4 Layers) 
54% 54% 

AraBERT+ Emoji coding 84% 

AraBERT [11] 81% 

LSTM [11] 78% 
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than FastText, and CNN showed the best performance among all DL models. Future studies plan to explore 

techniques and transformers to detect Arabic sentiment analysis, more sophisticated algorithms, sociolinguistic 

aspects, and ways to extract features more accurately. Regarding sentiment analysis, the CNN model outperformed 

either one of the models or both of them alone. Furthermore, the CNN-used model outperformed the CNN-non-static 

and CNN-static models by a small margin. 
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