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1. Introduction

Standard studies in economic research aim to develop models and mathematical
formulations that express the relationships between various economic variables. This objective is
achieved by practically applying economic theories and mathematical economics to real-world
scenarios. By leveraging the principles of economic theories and mathematical relationships,
researchers can model economic phenomena or construct mathematical models that express these
phenomena. This involves formulating problems using equations or inequalities to represent the
quantitative relationships among various factors and conditions influencing the issue. These
mathematical formulations enable researchers to find solutions using established mathematical
methods.

Understanding the historical path of the studied phenomenon and the elements influencing it
is crucial in this process. This understanding necessitates the collection of statistical data over time,
typically presented in the form of time series. By analyzing this data, researchers can identify
patterns and relationships that inform the construction of accurate and predictive economic models.

This paper focuses on employing both descriptive and econometric methods to assess the
impact of changes and fluctuations in bank deposits on the money supply in Irag, using monthly
time series data from 2010 to 2015.
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One of the modern statistical methods that focus on studying the relationship between
variables over the long run, even when these variables deviate from their equilibrium values in the
short term, is cointegration analysis. This method addresses situations where differences between
variable values allow for the re-stabilization of time series, thereby preserving information about the
long-term behavior of these variables.

Granger's contributions have been instrumental in clarifying the concept of cointegration
between two or more variables, statistically demonstrating the presence of a long-term equilibrium
relationship among them. This approach has become particularly useful in cases where long-term
relationships significantly impact the current value of the variable under study. Cointegration
analysis thus underscores the importance of considering long-term equilibrium in time series
analysis.

The application of cointegration is in line with modern trends in time series analysis, which
have played a prominent role in making economic relationships measurable and quantifiable. These
advancements have enhanced the ability of researchers to model and predict economic phenomena
accurately. By leveraging these methods, this paper aims to assess the impact of changes and
fluctuations in bank deposits on the money supply in Irag, using a robust econometric framework
that incorporates cointegration analysis and other advanced statistical techniques.

Most economic data are described as non-stationary time series, which makes regression
relationships between their variables susceptible to the problem of spurious regression, leading to
inaccurate and unreliable results. To address this issue, cointegration analysis is employed. By
focusing on the residuals of the model, cointegration analysis can overcome this problem and
establish a long-run equilibrium relationship between two or more variables.

Classical estimation methods sometimes fail to provide satisfactory results for making
precise and clear investment decisions or for effective short and long-term planning. Parametric
regression models, which assume a linear relationship between variables, do not account for the
influence of nonlinear variables, thereby negatively affecting their estimates. Cointegration
analysis, on the other hand, offers a robust approach to capturing these complex relationships,
ensuring more accurate and reliable modeling of economic data.

This research aims to present and compare statistical methods for detecting the stability of
time series and identifying spurious regression, as well as their impact on the relationships between
economic variables. The goal is to determine the appropriate mathematical model representing error
correction models (ECMs) and to establish their statistical significance. This involves calculating
the error correction coefficient, which represents the relationship between the dependent and
independent variables, by applying cointegration regression methodology and the ECM.

To obtain accurate estimates, robust nonparametric estimation techniques are employed.
These methods are well-suited for data with unknown distributions and have the capability to
handle nonlinear models, thereby providing more effective estimates than traditional parametric
methods. Specifically, this research applies the Smoothing Spline and M-Smoother methods to
achieve these goals.

Numerous studies have explored advanced statistical methods for analyzing economic data.
Irizarry (2004) utilized periodic smoothing splines to fit a periodic signal plus noise model to data,
assuming underlying circadian patterns. He then established a connection between smoothing
splines and REACT estimators.

Nchor and Adamec (2016) investigated the factors influencing real money aggregates in
Ghana from 1990 to 2014. Their results indicated that the Gross Domestic Product (GDP) affects
the demand for money in the long run, while interest rates influence it in the short run. The error
correction term revealed that 18% of deviations in the real demand for money are corrected
annually. The CUSUM tests confirmed the stability of the money demand function over the period,
and the Chow test showed no structural breaks.

Hmood and Burhan (2018) estimated the transfer function using nonparametric methods,
such as Local Linear Regression and Cubic Smoothing Spline, and semiparametric methods
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represented by a Single Index model. They concluded that the proposed estimator outperformed
other estimators.

Adams and Adeyemilpinyomi (2019) compared three methods; generalized maximum
likelihood, generalized cross-validation, and unbiased risk with a proposed smoothing method to
estimate the degree of smoothness of Spline Smoothing techniques for time series data, assuming
independent error terms. Their goal was to identify the most effective and consistent method for
estimating smoothing parameters.

In 2020, Makawi examined the factors affecting Algeria's Gross Domestic Product (GDP)
from 1980 to 2017 using simultaneous integration, multiple linear regression, and Granger causality
tests. This study included an examination of the stationarity of the series using the Augmented
Dickey-Fuller (ADF) test.

2. Cointegration

Cointegration is an econometric method used to determine the long-run equilibrium
relationship between variables. This method requires that the variables under consideration are
nonstationary in their levels but share the same order of integration, becoming stationary after
taking first or second differences. Cointegration is defined as the co-movement between two or
more series, where fluctuations in one series are offset by fluctuations in another, maintaining a
constant ratio between their values over time.

In quantitative analysis of economic indicators, after confirming the stationarity of
individual time series and determining their order of integration, the existence of cointegration
between the series can be established. Cointegration indicates a long-term balanced relationship
between two or more variables if they exhibit the same trend. This implies that despite short-term
deviations, the variables will move together in the long run, reflecting a stable equilibrium
relationship.

Cointegration regression analysis is a statistical method focused on examining the long-term
relationship between variables, even when these variables deviate from their equilibrium values in
the short term. Several tests are available to confirm the presence of unit roots in time series, one of
which is the Phillips-Perron test, introduced by Phillips and Perron in 1988. This test corrects for
autocorrelation in the residuals of the unit root test equation by applying a nonparametric
adjustment to the model's variance, thus accounting for the presence of autocorrelation.

The Phillips-Perron test addresses the issues of residual autocorrelation and non-constant
variance of the error term that can arise in the standard Dickey-Fuller test. The test procedure
involves four key steps:

1. Estimation of the three basic models for the Augmented Dickey-Fuller (ADF) test using
ordinary least squares with calculation of associated statistics.

2. Calculate the associated statistics for each model, including t-statistics for the coefficient of the
lagged variable.

3. Compute the short-term variance of the residuals ¢? = i Z?zo e.Z, where e, represents the

residual estimates from the ADF test models, and n is the number of observations..

4. Estimate the long-term correction factor s2, which accounts for the structure of pre-estimated
residual variances, that can be determined based on the structure of pre-estimated residual
variances,

2 1 n 2 n l 1 n (1)
S =—Z e +ZZ (1— )—z es er_
Conda t i=1 t—1ndupsipq 0

This kind of variances requires knowledge of the number of lags estimated by the number of
observations (n).
5. Calculate the Phillips-Perron statistics pptg; using the following formula:

®;—1) n(K—1)og 2
o + N 2

. (
ppt(a =\/I? X

where;
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2
e K= ;’—2 represents the ratio of short-term variance ¢? to long-term correction factorS,” . In the
t

case where e, approximates white noise, K equals one.

e (@,is the estimated coefficient from the ADF test.
o 0y, denotes the standard error of the coefficient ;.

After computing ppty , compare it against critical values from the Mackinnon table (1991).
If ppty exceeds these critical values, it indicates the presence of a unit root in the time series,
thereby suggesting nonstationary. This method ensures reliable identification of unit roots, crucial
for subsequent econometric analysis.

3. Engle and Granger Methodology

According to this methodology, the cointegration test follows the algorithm introduced by
Engle and Granger (1987), which involves two stages.

Testing the degree of integration of variables:

The essential requirement for cointegration is that both series must be integrated to the same
order. If they are integrated to different orders, they do not exhibit cointegration. Thus, accurately
identifying the general trend and the integration order (d) of each variable is crucial for determining
cointegration in the series under study.

Estimating the long-term relationship:

To test the null hypothesis that both Y, and X, do not have a common level of integration within
the Engle-Granger (EG) model framework, a test is conducted assuming the error term (residuals) is
integrated at the 1(0) level. The steps for conducting the cointegration test are as follows:

1. The long-term relationship between the variables is estimated using the following cointegration
formula:

Yt = 0(+f(Xt)+et (3)
After estimation, the residuals are obtained using the following formula:
b =Y, —a—f(X) (4)

To confirm the presence of a cointegration relationship, it is essential that the estimated
residuals &, are stationary. This stationarity is typically verified using tests such as the Phillips-
Perron or Dickey-Fuller tests.

2. The stationarity of the residuals is assessed by estimating the following formula:

6= Yo~ (@+f(XD) ®)
The calculated value of t, is compared with critical values from tables developed by Engle and
Granger. T, = Si

Mackinnon (1991) generated tables based on the number of observations and the number of
independent variables involved in the stationary relationship. If the computed t,exceeds the critical
value, the null hypothesis is rejected, indicating stationary residuals and confirming cointegration in
the series data. This allows for the estimation of the Error Correction Model (ECM).

4. Error Correction Model (ECM)

Economic variables characterized by long-term cointegration tend towards stability or
equilibrium. However, occasional temporary shocks may cause these variables to deviate
temporarily from their equilibrium path. Therefore, the Error Correction Model (ECM) is employed
to capture and model the dynamics between the long-term and short-term behaviors of economic
relationships.

The Error Correction Model (ECM) embodies an adjustment mechanism that integrates
short-term fluctuations into the long-term relationship. The term "Error Correction Model" denotes
its capacity to rectify short-term deviations from the long-term equilibrium. By employing the
ECM, we can scrutinize and understand the short-term dynamics of variables, aiming for long-term
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equilibrium. According to Engle and Granger (1987), estimating the ECM involves incorporating
lagged long-term residuals of the relationship as independent variables.

Based on Granger's theory, the dynamic model of integrated series can be transformed
into an Error Correction Model (ECM), which is considered superior to partial adjustment models
for studying the response of the dependent variable. This is because the ECM incorporates both
short and long-term information, addressing short-term disequilibrium and adjusting towards long-
term equilibrium. Consequently, it provides consistent estimates for both short-term dynamics and
long-term trends.

To estimate the ECM according to Engle and Granger, the following steps are required:
1. Verify the stationarity of the model variables and determine the order of integration of each
variable separately by testing for unit roots.
2. Ensure a cointegrated relationship between the model variables through cointegration testing.
The relationship between the response variable and the explanatory variable can be
formulated as follows:

Yt == a+BXt+et (6)

Where Y, and X, are first-order integrated time series 1(1). So to clarify the error correction model the
following steps are followed:
Estimate the long-term relationship between Y; and X,.

v, =a+pXx, (7
Estimate the dynamic relationship for both the short and long term as follows:

AY, = a; AX, — aze_; + e )
AV, = @ AX, — @y (Yeeqy — @ — BXo_y) + &, 9)
Where:

A: represents the first difference.

o, : represents the short-term coefficient.

3: represents the long-term response of Y, to X,.

a,: represents the error correction term (ECT) coefficient, which indicates the speed of adjustment
towards long-term equilibrium.

The above equations illustrate that the change in Y, depends on the change in X.as well as
the lagged error correction term. The model measures how Y; adjusts to return to equilibrium,
represented by the error correction term a,.

When estimating this equation, lagged values of residuals are incorporated as explanatory
variables to ensure that the random error does not exhibit autocorrelation, particularly when high
lag values are included. The model is then adjusted as follows:

AY, = Zf:l pidY,_; + Z?:o A X —ay (Yoo —a — BXi_1) t e (10)
p q

AY, = ap + Z pilY,_; + Z A Xe_; — a,ECTe_y + e (11)
i=1 i=0

5. Cubic Spline Smoother
Smoothing Spline is a statistical method used to estimate the nonparametric regression
function, allowing the establishment of a nonlinear relationship between pairs of random variables
and to discover patterns or structures in the data without requiring a parametric model. Spline
method, a widely utilized smoothing technique, relies on the residual sum of squares (RSS) to
measure the goodness of fit of the function f(.) to the data. The RSS is defined as follows:

RSS = Z?:r{yt - f(Xt)}z (12)
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The necessary condition for the function f(X.) is that it must be twice differentiable,
allowing for the computation of its second derivative. In Spline smoothing, the number of knots is
equal to the number of observations in the time series studied, i.e., (knots = n). Non-smoothed
penalty solution methods have been proposed to calculate the non-smoothed part.

If we have n observations of the time series values X;,X,, ..., X, represented over the time
interval [a,b], then the function f is defined as a Cubic Spline if the following conditions are met:

1. The function f is a Cubic Polynomial Spline with multiple boundaries in the
intervals (a, X, ), (X;,X5), ..., X, b).

2. The piecewise polynomial with multiple boundaries is appropriate at point X, for the first and
second derivatives of the function f and is continuous at the points X, i.e. f is continuous in the
interval [a,b].

The concept behind spline smoothing is to place a knot at each data point. Parameter estimation
is achieved by minimizing the sum of squares in addition to the penalty term. Cubic splines are
represented as a continuous curve, and the goal of this method is to find a smoothing estimator that
minimizes the sum of squared penalized residuals, combined with the roughness penalty.

t=1lYe = FXD1? + A [If" (X)) dx (13)

We can use the Reinsch algorithm to calculate the estimator (Green and Silverman [1994]).
The selection of the penalty parameter 4 is crucial, as it balances the goodness of fit and the
roughness penalty. One technique for estimating this parameter is Generalized Cross Validation
(GCV). This approach can be summarized by the following formula:

no(y_ 7 2 Li(a=sy|I?
GCV(A) = 1Y {Ye-Faxo} _ @a=-spyl|

n{l—%Trace(SA)}z [%Trace(l—sz)]z
Given that:
n: the number of pairs of observations (X, Y;).
A: the penalty parameter.
S,: the hat matrix, defined as (X'WX)~1X'W.
Trace: the trace of the matrix.

6. M-Smoother
The local robust smoothing technique, based on local estimates, is denoted as the M-
Smoother.

f(x) =n"t t=1 Wne(0)Y; (15)

This smoother can be considered a solution to the challenges faced in local least squares
methodology. The core concept behind this smoother is to reduce the influence of outliers or
contaminated data by using the following loss function:

2 .
oy ={ (/D if lul < ¢ 16
clu] — (1/2)c? if lul >c

The constant (c) determines the robustness of the estimator. A larger (c) yields the classical
quadratic loss function, while smaller values, such as one or two, increase robustness against the
standard deviation of observation errors. The formulation of the M-estimator using Spline
smoothing, as defined by Cox (1983), is:

argmin(f){n‘l D=1 P(Yt - f(Xt)) + A S (0] dx} (17)
Here, p represents a loss function with tails lighter than the quadratic function. Assuming the

conditional distribution of F(.|x) is symmetric allows for the estimation of the conditional mean
curve. The definition of the local M smoother £ (%) is as follows:

argming {n=' Xr_; Wy (x)p(Y; — 6)} (18)

(14)
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Where {W;, (%)} represents the weight sequence. If p(Y; — 0) is differentiated with respect to 6,
the formulation becomes:

argming {n~* Lioy Whe (Y (Y, — 0)}, ¥ = p".

7. Application
To assess how fluctuations in bank deposits affect the money supply, we analyzed data from
the Central Bank of Iraq for the period 2010 to 2015. MATLAB 2018 and EViews 12 were used for
data analysis. The study aimed to investigate the relationship between these variables using the
Engle-Granger methodology. An essential step in this approach involves confirming the integration
level of the time series, which was validated using Unit Roots tests, specifically emphasizing the
Phillips-Perron test.

(19)
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Figure 1: The time series of Deposit Banks and Money Supply (in million dinars)
Through plotting the time series of the study variables, it becomes clear that they display
non-stationarity at level zero, i.e., 1(0). To verify this, Unit Roots tests were performed at both 1(0)
and first differences I(1) levels, employing the Phillips-Perron test. Table (1) displays the results of
this test for the Money Supply at the 1(0) and 1(1) levels, respectively.

Table 1: Philips-Perron Test Results for Unit Root for the Money Supply.

Without Intercept
and trend Intercept Intercept and Trend
Money Supply 1(0) 1(1) 1(0) 1(1) 1(0) 1(1)
Statistic 1.491313 | -7.049863 -2.781339 -7.361504 -0.161926 -8.162404
P-Value 0.9654 0.0000 0.0662 0.0000 0.9927 0.0000
- Non- . Non- . Non- .
Decision Stationary Stationary Stationary Stationary Stationary Stationary

Table 1 shows the Money Supply variable's time series was non-stationary at level zero,
1(0), suggesting the presence of a unit root in this variable. After applying the first difference, I1(1),
the test shows that the Money Supply variable becomes stationary. Similarly, the series of bank
deposits is examined in Table 2, presenting results for tests at 1(0) and (1) levels.
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Table 2: Philips-Perron Test Results for Unit Root for the Bank Deposits Variable.

Without Intercept
and trend Intercept Intercept and Trend
Bank
Deposits 1(0) 1(2) 1(0) 1(2) 1(0) 1(2)
Statistic 1.589896 -7.971769 -2.234954 -8.344357 -0.726531 -9.014974
P-Value 0.9717 0.0000 0.1961 0.0000 0.9668 0.0000
. Non- . Non- . Non- .

Decision Stationary Stationary Stationary Stationary Stationary Stationary

Form reviewing the results from the aforementioned tables, it becomes apparent that the
variables are integrated at the first difference level, 1(1), enabling the application of the Engle-
Granger cointegration test methodology. After conducting the stationarity analysis of the variables,
it is observed that all variables are nonstationary at level 1(0), indicating the presence of a Unit Root
with computed values significantly below the critical Mackinnon values. However, after first
differencing the time series of the variables, they become stationary, indicating first-order
integration, 1(1).

The Engle-Granger cointegration test requires the time series to be non-stationary at level
1(0) but integrated at the same order. Once this condition is confirmed (i.e., the series are stationary
at the first difference I(1) level), the Engle-Granger cointegration test is applied between the series
to determine the existence of a long-term equilibrium relationship between the money supply and
bank deposits. This relationship is estimated using Ordinary Least Squares (OLS) regression.
However, in our study, we will employ two non-parametric estimation methods.

Table 3: The results of the Phillips-Perron test for residuals at level 1(0).

Method M-smoothing Cubic Spline
Phillips-Perron -4.969021 -3.526886
1% level -2.598907 -2.598907
5% level -1.945596 -1.945596
10% level -1.613719 -1.613719
P.value. 0.000 0.0006

From Table 3, it is evident that the t-test statistic values for both methods exceed the critical
values at all levels. Therefore, the null hypothesis of the presence of a unit root in the residual series
is rejected, this implies that the error series has not unit root, indicating stationarity at level 1(0), or
in other words, the variables are integrated at the first order 1(1). This signifies the presence of
cointegration among the time series variables, indicating a long-term relationship between them.

Consequently, an Error Correction Model (ECM) can be estimated to verify their joint
integration, revealing a long-term equilibrium relationship between the money supply and bank
deposits (Engel and Granger, 1987).

The Error Correction Model (ECM) allows for testing and estimating this relationship over
the long term, as well as identifying its direction in both the short and long terms. The Error
Correction Term (ECT), or Speed of Adjustment, indicates how the dependent variable changes in
response to deviations of the independent variable from its long-term equilibrium by one unit in the
short term. This coefficient typically is negative, indicating the speed at which the short-term
relationship adjusts towards the long-term equilibrium. The coefficients themselves reveal the
direction of the relationship in the short term.
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Table 4: Estimation of the Error Correction Model (ECM)

Variable Coefficient Std. Error t-Statistic P-Value

C 251679.0 153873.2 1.635626 0.1067

D(X) 0.500249 0.102325 4.888838 0.0000

Cubic Spline Smoother U(t-1) -0.240303 0.072705 -3.305197 0.0015
R-Squared 0.330980 Mean Dependent Variable 414170.4
Adjusted R- 0.310707 Sum Squared Residual 1.02E+14
F-Statistic 16.32590 Akaike Info. Criterion 30.94782
P-Value 0.000002 Durbin-Watson (D.W.) 1.394426

C 248923.1 161563.7 1.540712 0.1282

D(X) 0.507607 0.108408 4.682370 0.0000

M U(t-1) -0.267463 0.137685 1.942565 0.0563
Smoothing R-Squared 0.262416 Mean Dependent Variable 414170.4
Adjusted R- 0.240065 Sum Squared Residual 1.13E+14
F-Statistic 11.74064 Akaike Info. Criterion 31.04539
P-Value 0.000043 Durbin-Watson (D.W.) 1.675044

Based on the results from Table 4, the Error Correction Term (ECT) coefficient using the
Cubic Spline Smoother is statistically significant with a p-value of 0.0015 and is negative at
approximately -0.240303. This suggests that adjustments from short-term disequilibrium to long-

term equilibrium occur at a rate of about 24% per month. In practical terms, it would take

approximately m= —4.16 months for the money supply to return to its long-term

equilibrium level after a shock in bank deposits, assuming other factors remain constant.
Similarly, with the M-smoother, the ECT coefficient is negative and statistically significant
with a p-value of 0.0563, approximately -0.267463. This indicates an adjustment rate of around

27% per month, translating to an estimated correction time of about vyt —3.7 months for

the money supply to revert to its long-term equilibrium level following a bank deposits shock.

Examining the coefficients of both models reveals a statistically significant positive effect of
bank deposits on the money supply in the short term. Specifically, an increase of one unit in bank
deposits leads to an increase in the money supply by approximately 0.500249 and 0.507607 units
for the Cubic Spline and M smoothers, respectively.

The coefficient of determination (R-squared) for the models is 0.330980 and 0.262416,
indicating that approximately 33% and 26% of the variations in the money supply are explained by
bank deposits, while the remainder is attributed to errors or other unaccounted-for factors.
Furthermore, the Durbin-Watson statistics (DW) are 1.394426 and 1.675044, respectively,
suggesting no Autocorrelation among the residuals of the models.

8. Conclusions

1. The analysis indicated that the variables in the model (Money Supply and Bank Deposits), were
non-stationary at their levels (1(0)), but achieved stationarity after first differencing, indicating
they are integrated of order one (I(1)).

2. The Engle-Granger cointegration test confirmed a long-term equilibrium relationship between
Money Supply and Bank Deposits, suggesting that these variables move together in the long
run.

3. Both estimation methods revealed a statistically significant positive relationship between Money
Supply and Bank Deposits.

4. The ECM estimation results using the Engle-Granger methodology showed that Bank Deposits
explain approximately 33% of the variations in Money Supply when using the Cubic Spline
Smoother and 26% when using the M-Smoother.
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