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Abstract 
In this study, time series analysis is applied to records of mean inflow to Haditha reservoir in 

the west of Iraq for the period from water year 1988/1989 to the water year 2007/2008. This method 

involves decomposition of the historical series into trend, seasonality and residual components. Split-

Sample method is used to test the homogeneity of the series, and it is found homogenous .Box-Cox 

transformation method is used to transform the series to normal distribution. Removal of periodicity from 

series is done by the nonparametric method.  

Two stochastic known as ARMA models are fitted to this series. These are AR (1) and AR (2) 

models. The unconditional sum of squares method is used to estimate the parameters of the models and to 

compute the sum of squared errors for each of the fitted model. It is found that the model which 

corresponds to the minimum sum of squared errors is the AR (1) model with autoregressive average 

parameters Ф =0.817.The adequacy of this model is checked by the diagnostic checking. Forecasts of 

monthly inflow for the period from October, 2008, to September, 2012 are found. 

 

 الخــلاصــة
في غشة انعشاق نهفخشة يٍ  حذيثتخضاٌ  إنىعهى انخصبسيف انشهشيت انذاخهت ضيُيت ححهيم انسلاسم ان حطبيك حى في هزِ انذساست 

إصانت  حى انخىصيع انطبيعي. إنى سهسهت انضيُيتان( نخحىيم Box-Cox transformationطبمج طشيمت) بنسهسهت انضيُيت يخجبَست.حتى

 .(nonparametric)ذوسيت بخطبيك طشيمت انيشكبت 

 ًُىرجوان AR(1) وهزيٍ انًىرجيٍ هًب انًُىرج( ، ARMA)ًُىرجب تانًعشوف تأنخصبدفي ًُبرجحًج يطببمت َىعيٍ يٍ ان

AR(2) .ٌوحسبة يجًىع يشبعبث الأخطبء نكم ًَىرج ًُبرجنخمذيش يعبنى ان لذ اسخخذيج طشيمت يجًىع انًشبعبث غيش انًششوطت إ .

كفبيت هزا انًُىرج لذ حى حذليمهب بفحص  إٌ.  θ=0.817بًعهى  AR(1)هى  أخطبءيجًىع يشبعبث  لألمانًمببم  جانًُىر إٌولذ وجذ 

  انًزكىس. ًُىرجميبث نهًخبانفحص انًعشوف بفحص يخطط انزبزبت نى يبيٍ وجىد عذو عشىائيت في ان إٌ.كًب (diagnostic)انخشخيص 

 2008 نهفخشة يٍ حششيٍ الأول /خصبسيف بهيت نهثى حى إيجبد انميى انًسخمويٍ  انخُبئي.ولذ اسخخذيج انًشكبت انًخبميت نغشض بُبء انًُىرج 

  .  2012ونغبيت أيهىل / 

Introduction 
Hydrologic time series is defined as continuous sequential observations which 

are usually expressed as an average value over equal intervals of time such as mean(daily, 

monthly, or annual flows). The process of averaging is called discretization, and the 

resulting series called discrete time series (Chatfield, 1982).Al-Suhaili (1986) used 

single site AR(1), autoregressive integrated moving average (ARIMA (1,0,1)) and 

(matalas model) for four Tigris river flow stations. These models were used for daily 

stream flow of Tigris River at four stations for the period (1936-1982).Al-Husseini 

(2000) used AR (1), MA (1) and ARMA (1, 1) as univariate models and first order 

multivariate model to fit stochastic component of eight years (1992-1998) of mean 

monthly water quality parameter at Al-Hilla station .Al-Mousawi (2003) applied two 

stochastic single site autoregressive models with first order  AR(1), and multisite model 

with first order AR(1)to model of the monthly water quality data of eight hydro chemical 

parameter with discharges of four stations on Hilla river for the period  (1987-2001) 

.Abed (2007) applied ARMA and ARIMA models to monthly records of some physical 

and chemical properties of water river in Babylon, Najaf, and Diwaniya governorates. Ali 

(2009) fitted Box-Jenkins models to the seasonal time series of monthly inflow to 

Bekhme reservoir in the north of Iraq for the period from water year 1933/1934 to water 

year 2001/2002. 
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Application of ARMA Model 
  The present study is applying the well-known mixed autoregressive moving 

average ARMA model to flow rate for Haditha dam, to forecast 5 years of future time 

series and compared with flow rate standards. Before building of ARMA model, 

historical annual series must be tested for jump and trend components by statistical tests 

and these components must be removed by using an appropriate method. Then a suitable 

transformation is selected to convert the data to the normal distribution. The periodic 

component can be removed by non-parametric method and the resulting series is called 

stochastic series which is used for building stochastic models (Chatfield, 1982). 

    The procedure used for data analysis can be summarized by the following steps: 

1. Test the homogeneity by some statistical testes.If the non-homogeneity exist, it 

will be removed by a suitable method. 

2. Use a suitable transformation like (Box-Cox, Square root, or Log transformation) 

to normalize the homogenous data. 

3. To detect the periodicity, plot the correlogram of monthly means and standard 

deviation of normalized data. 

4. Removal of periodicity is done by applying the non-parametric method for the 

normalized series. 

5.  Estimation of model parameter is done by plotting the corrlograms of the data 

and by the least squares algorithm for conditional model. 

6. The diagnostic check of a model is done by one of some tests and the 

independency of the residuals is tested. 

7. Forecasting and verifying the forecasted models. 

Test and Removal of Non-Homogeneity 
Hydraulic and water quality time series are commonly non-stationary with trends 

and seasonality (Zou and Yu, 1996). This section includes non-homogeneity test of the 

mean and standard deviation, and its removal when the series is found to be non-

homogeneous. Split-Sample method is used to ascertain whether or not the differences 

between the means and standard deviations of two sub-samples are significantly different 

from zero at (97.5%) confidence limit.Therefore, the data is divided into two sub-samples 

of years, the first is 10
th

 years long (1988-1997) and the second is ten years long also 

(1997-2008). Figures (1.a) and (1.b) show the annual mean and standard deviation, 

respectively. 

   The test is applied as follows: 

1. t-test: the test for homogeneity in mean of two samples is given as follows:                  
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where: 

          21, XX : means of first and second samples, respectively. 
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         n1,n2: number of years in the first and second samples ,respectively.   

         Xi,Xj: annual value of the first and second samples, respectively. 

2. f-test: the test for homogeneity in variance of two samples is given as follows:  
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f    …….…………..……………………….……………..…………..(3)                                      

with:         V1=n1-1    and   V2=n2-1 

where:  

            S1, S2: standard deviation of the first and second sub-samples, respectively.   

            V1, V2: degrees of freedom of the first and second sub-samples, respectively.   

       If the calculated value of (t and f) is more than the critical values, then the trend is 

found in the mean and variance, respectively. The series is homogenous because the (t-

calculated =0.704 is less than  the t-critical=1.960 and the f-calculated =0.88 is less than 

the f-critical=3.179).  
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Transforming the Data to Normal Distribution 
Time series observation of a given phenomenon required a certain type of 

transformation (Hipel et.al., 1977). Before transformation the data to normal distribution, 

the coefficient of skewness (Cs) and the coefficient of kurtosis (Ck) must be determined. 

The values of the four parameters of the homogenous data are (Mean=580.45, Sd=489.50, 

Cs=5.329,Ck=45.607). 

It is often better to transform the data to normal distribution to utilize its simple 

properties, its familiarity to most engineers, and to obtain satisfactory fit to data. The 

other reason for transforming the data includes stabilizing the variance and improving the 

normality assumption of the noise series (Box and Jenkins, 1976). Several 

transformations may be used to normalize the data but the most common and useful class 

Fig. (1): Annual Mean and Standard Deviations of Observed Data before Removing 

Variation in Mean from 1988-2008. 
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of transformations for stabilizing the variance is the Box-Cox transformation and is given 

as follows: 

                  


 )1( ,
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Where: 

           Fi,j: is the transformed series; 

           Yi,j: is the varieties of given series; 

           λ: is the constant of transformation. 

   The relationship between λ and Cs is being some form of second degree polynomial as:  

                     2

210 ss CBCBB     ……….…………………………………...….…..(6) 

The value of (λ) is found by choosing random eight values of (λ) between (-1) and 

(1) and computing the corresponding (Cs) values for the series after transforming it using 

equation (4), (Abed, 2007). Then by fitting equation (6) to these eight points, the value of 

λ is found as equal to (B0) corresponding to Cs=0. Table (1) show the effect of (λ) values 

on the first four parameters mean, Sd, Cs, Ck of data. 

Table (1): Effect of (λ) Value on the First Four Parameters of Data. 

 

(λ) values Mean Sd Cs Ck 

λ=0.8 195.107 117.87 3.856 26.444 

λ=0.6 70.528 29.5846 2.667 13.940 

λ=0.4 27.873 7.7156 1.763 6.690 

λ=0.2 12.304 2.0814 1.092 2.845 

λ=-0.2 3.536 0.1646 0.178 0.132 

λ=-0.4 2.283 0.0479 -0.163 -0.083 

λ=-0.6 1.623 0.0142 -0.47 0.094 

λ=-0.8 1.240 0.0043 -0.761 0.572 

      Normally distributed data has skewness equal to (0) and kurtosis equal to (3) , 

however, was found that it is not possible to (λ) values which simultaneous satisfy the 

two conditions (Cs=0 , Ck=3) of normality ,(Chow et.al., 1988) does not recommend 

moments of order higher than (3) for statistical analysis of hydrologic data , therefore, the 

(λ) value for (Cs=0)  is chosen as the required normalizing coefficient. 

    The normality was tested by plotting observed cumulative probability against expected 

cumulative probability using the following formula which is a Weibull formula: 
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Where:  

            P(x): is the observed cumulative probability of the value (x) of transformed data; 

            m: is the rank of (x) in ascending order; 

            N: is the number of tested data (N=240) 

The resulting plot is shown in Figure (2). The Figure show good agreement. 
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Detection and Removal of Periodic Components 
    If a time series contains a seasonal fluctuation then the correlogram which is a plot of 

autocorrelation coefficient against the lag will also exhibit an oscillation at the same 

frequency (Chtafield, 1982). Then the periodicity can be detected by the correlogram. 

The correlogram of normalized data is shown in figure (3). 

Lag Number

46

43

40

37

34

31

28

25

22

19

16

13

10

7

4

1

A
C

F

1.0

.5

0.0

-.5

-1.0

Confidence Limits

Coefficient

 
 

Removal of periodicity from data is done by the nonparametric method by using 

the following equation:  
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Where: 

         Wi,j: the dependent stochastic components of year i, and month j, 

Fig. (2): Normal Distributed Test of Data. 

Fig.(3): Correlogram of Normalized Series. 
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          µj, σj: the mean and standard deviation for month (j) respectively, 

    The result series is called stochastic series, which contains a dependent part on time 

which may be represented by AR(p), MA(q) or ARMA(p,q) models, and an independent 

part (at) which can be described by some probability distribution function. 

 

Stochastic Model 
This section contains the following steps: 

Identification of the Model 
Autocorrelation function (ACF) and partial autocorrelation function (PACF) are 

important guides to the properties of time series because they provide insight into the 

probability model which generated the data. Figure(4) shows the behavior of the 

(ACF)and (PACF) of dependent stochastic series (Wi,j) with 95% confidence limits .The 

suggested model was AR (1), and AR (2)  because the (ACF) tail off while its (PACF) 

has a cut off after lag(2).  

 

 

 

 

Estimation of Model Parameters 
The identification process having led to a tentative formulation for the model.It is 

needed to obtain efficient estimation of the model parameters. The method of estimation 

is based on the first estimated autocorrelations as follows (Box and Jenkins, 1976): 

AR (1) process:  

              Ф1=r1             (-1< Ф1>1)  …..…………………………..….……………………..(9) 

Where: 

          r1: lag one estimated autocorrelation coefficient. 

 

In this model the value of the process is expressed as a finite linear aggregate of 

previous value of the process and a shock (at), by denoting the value of a process at 

equally spaced time t,t-1,t-2,…. by Wt, Wt-1, Wt-2,…. Then: 

               Wt= Ф1 Wt-1+ Ф2Wt-2+…..+ ФpWt-p+ at  …………..……………..………….(10) 

Where:Ф1 , Ф2 ,…….., Фp  are the autoregressive model parameter. 

Fig.(4): ACF &PACF for Data. 
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            P: is the model order. 

            Wt: is the value of stochastic series at time (t). 

            at: is the shock (independent part of stochastic process). 
Therefore the AR (1) model parameter (ф1) equal to (0.817), then the model equation is:                                                 

W2=0.817*W2-1+a2           ………….………………………………….………….(11) 

Model Diagnostic Checking 
The diagnostic checking are then applied to test the adequacy of the fitted model. 

Therefore the following statistical tests are used: 
1. Port Manteau Lak of fit Test 
            It is a test of the residual independency and uses the Q-statistic defined as follows:  

               )(
1

2

t

M

k

k arNQ 


    ………………………….……………….………………..(12) 

Where: rk(at): is the autocorrelation coefficient of the residual (at)at lag k.
 
 

            M: is the maximum lag considered (N/5). 

If the at is independent, then the calculated Q, which is approximately chi-squared 

distributed with (M-p) degree of freedom, should be less than χ
2

(M-p-q) degree of 

freedom(Jayawardena and Lai, 1989) .Therefore the model is succeeded because the 

(Q-calculated =45.25 with, M=N/5) is less than (χ
2
-table=63.98 with, degree of freedom 

=M-p-q ,and confidence limit=95%). 

2. Residual Autocorrelation Function (RACF) Test 
The second test is the independency of the resulting (at) series.The correlogram of 

this series is computed for lag (M=N/5) and shown in figure (5). The figure shows that 

the most of the computed lags lie inside the tolerance interval (±2/√N, at 95% confidence 

limits). Hence, the suggested model can be considered as appropriate model because of 

its capability of removing the dependency from data.  
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Fig.(5): Autocorrelogram of Residual Series Parameter. 
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Forecasting 
Forecasting monthly data are computed for the period from 2008 to 2012 by 

applying forecasting equation: 0.817 

tt ZZ 817.0)(ˆ    for   =1  …………….….……………….………………………..(13) 

)1(ˆ817.0)(ˆ   tt ZZ   for   =2,3,…,36  …………………………….……………..(14) 

Where:  

         )(ˆ tZ : Forecasted series at origin time t and lead time  . 

            To illustrate the forecasting procedure, the calculation of parameter is given in 

Table (2). In this Table, Zt (col.2) is calculated from model forecasting equation when the 

origin time is (t=240) and lead time (  =1, 2,…, 60).Ft (col.5) is calculated by reversing 

the standardization presses, then Ft=Zt*σj+µj .Forecasted series (col.6) is calculated by 

reversing Box-Cox transformation with λ=-0.3007.The results of Table(2) are plotted as 

shown in Fig.(7). 

Table (2): Calculation of Forecasting Value of Data. 

Time 

(month) 
Zt µj σj Ft 

Forecasted 

data(m
3
/s.) 

240 0.8968     

241 0.7327 2.7840 0.0608 2.8384 595 

242 0.5986 2.7933 0.0645 2.8405 604 

243 0.4890 2.7906 0.0898 2.8443 620 

244 0.3995 2.7968 0.1186 2.8547 666 

245 0.3264 2.8168 0.1045 2.8585 684 

246 0.2667 2.8066 0.1011 2.8395 599 

247 0.2179 2.7884 0.1261 2.8220 533 

248 0.1780 2.7666 0.0984 2.7880 429 

249 0.1454 2.8041 0.0785 2.8181 519 

250 0.1188 2.8073 0.0682 2.8173 517 

251 0.0971 2.8203 0.0651 2.8280 555 

252 0.0793 2.8054 0.0584 2.8110 496 

253 0.0648 2.7840 0.0608 2.7888 431 

254 0.0529 2.7933 0.0645 2.7974 455 

255 0.0433 2.7906 0.0898 2.7954 449 

256 0.0353 2.7968 0.1186 2.8020 468 

257 0.0289 2.8168 0.1045 2.8205 528 

258 0.0236 2.8066 0.1011 2.8095 491 

259 0.0193 2.7884 0.1261 2.7914 438 

260 0.0157 2.7666 0.0984 2.76845 381 

261 0.0129 2.8041 0.0785 2.8054 478 

262 0.0105 2.8073 0.0682 2.8082 487 

263 0.00856 2.8203 0.0651 2.8210 529 

264 0.0070 2.8054 0.0584 2.8059 480 

265 0.0057 2.7840 0.0608 2.7844 420 

266 0.0047 2.7933 0.0645 2.7936 444 
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Time 

(month) 
Zt µj σj Ft 

Forecasted 

data (m
3
/s.) 

267 0.0038 2.7906 0.0898 2.7911 437 

268 0.0031 2.7968 0.1186 2.7973 455 

269 0.0026 2.8168 0.1045 2.8172 516 

270 0.0021 2.8066 0.1011 2.8068 483 

271 0.0017 2.7884 0.1261 2.7887 431 

272 0.0014 2.7666 0.0984 2.7667 377 

273 0.0011 2.8041 0.0785 2.8042 475 

274 0.0009 2.8073 0.0682 2.8074 485 

275 0.0008 2.8203 0.0651 2.8204 527 

276 0.0006 2.8054 0.0584 2.8054 479 

277 0.0005 2.7840 0.0608 2.7840 419 

278 0.00041 2.7933 0.0645 2.7933 443 

279 0.00034 2.7906 0.0898 2.7910 436 

280 0.00027 2.7968 0.1186 2.7969 453 

281 0.00022 2.8168 0.1045 2.8169 515 

282 0.00018 2.8066 0.1011 2.8066 482 

283 0.00015 2.7884 0.1261 2.7884 430 

284 0.00012 2.7666 0.0984 2.7666 377 

285 0.00010 2.8041 0.0785 2.8041 475 

286 8.22E-05 2.8073 0.0682 2.8074 485 

287 6.72E-05 2.8203 0.0651 2.8203 527 

288 5.49E-05 2.8054 0.0584 2.8054 478 

289 4.48E-05 2.7840 0.0608 2.7840 418 

290 3.66E-05 2.7933 0.0645 2.7933 443 

291 2.99E-05 2.7906 0.0898 2.7906 436 

292 2.44E-05 2.7968 0.1186 2.7968 453 

293 2E-05 2.8168 0.1045 2.8168 515 

294 1.63E-05 2.8066 0.1011 2.8066 482 

295 1.33E-05 2.7884 0.1261 2.7884 430 

296 1.09E-05 2.7666 0.0984 2.7666 377 

297 8.9E-06 2.8041 0.0785 2.8041 475 

298 7.27E-06 2.8073 0.0682 2.8073 485 

299 5.94E-06 2.8203 0.0651 2.8203 527 

300 4.85E-06 2.8054 0.0584 2.8054 478 
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Conclusion 
            Based on this study results, the following conclusions are drawn: 

1. The series was found to be homogenous in mean and standard deviation. 

2. The series show seasonal pattern, the pattern may be due to the influence of the 

annual cyclic pattern of the hydrological inputs to the reservoir. 

3. Two of ARMA models are fitted to the series and it is found that sum of square 

errors of the AR(1) model with autoregressive average parameters of θ=0.817 is 

less than the other model AR(2). Which state that the data are dependent on the 

data of the last (1) month.  
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