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Abstract 

     Solar energy is regarded as an essential source of electricity generation. It 

is one of the renewable energy sources that have the potential for future 

energy applications. The optimization algorithms, such as the 

Electromagnetism-like (EM) algorithm is suitable for tackling numerous 

optimization problems. The EM algorithm has the ability to handle nonlinear 

functions, and it is imagined to be extremely productive for the parameters 

estimation of a photovoltaic (PV) module. Different values of control 

parameters of the method have been tested in this paper. This is done to 

demonstrate the impact of every parameter on the performance of the 

algorithm regarding the speed of convergence and precision. In every case of 

parameters, the algorithm can extract the photovoltaic model parameters. The 

objective function for every arrangement of values has been resolved and 

then contrasted with others in order to select the best case. 

Keywords: Solar energy, PV module, objective function, electromagnetism-

like, control parameters. 
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 الملخص

ذعرثش انطاقح انشمسيح كمصذس أساسي نرىنيذ انكهشتاء. أوها واحذج مه مصادس انطاقح انمرجذدج انري 

مىاسثح  (EM) نرطثيقاخ انطاقح في انمسرقثم. خىاسصمياخ الأمثم، مثم انكهشومغىاطيسيحنذيها انقذسج 

نذيها انقذسج عهى انرعامم مع انذوال انلاخطيح،  .  EMنمعانجح انعذيذ مه انمشاكم ايجاد انقيم انمثهى

ويرصىس أن ذكىن مثمشج نهغايح لاسرخشاج انثشامرشاخ في ومزجح انخهيح انضىئيح. في هزي انثحث، ذم 
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اخرثاس تشامرشاخ انسيطشج نهخىاسصميح في قيم مخرهفح نهرذنيم عهى ذأثيش كم تشامرش عهى أداء 

. في كم حانح مه انثشامرشاخ، يمكه نهخىاسصميح اسرخشاج انخىاسصميح تشأن انذقح وسشعح انرقاسب

تشامرشاخ ومىرج انخهيح  انضىئيح. ذم حم دانح انهذف نكم ذشذية مه انقيم وقذ قىسود انحالاخ فيما 

                                                                                     .تيىها مه أجم ذحذيذ أفضم حانح

                                      

1. Introduction 

     Keeping in mind the end goal of enhancing the efficiency of solar energy 

systems, accurate representation of current versus voltage characteristics of 

solar cells has been the focus of much research work [1,2]. Parametric 

extraction of solar cell models assumes an essential part in the simulation and 

configuration figuring of photovoltaic (PV) frameworks. The fundamental 

downside in exact representation is the lack of accurate data on the 

parametric values, which undoubtedly portray the solar cell. 

     Oliva et al. [3] propose the utilization of the ABC (Artificial Bee Colony) 

algorithm to precisely determine the parametric values of solar cell. The 

algorithm mimics the intelligent foraging behavior of bees. When placed side 

by side with other approaches, ABC is definitely superior, especially when 

dealing with multimodal objective functions. The results also confirm its 

robustness and precisions vis-à-vis the suggested system. 

     Askarzadeh & Coelho [4] attempted to analyze the parameters associated 

with the photovoltaic arrays via the usage of the heuristic technique. The 

utilization of an optimization method allowed us to gather the real electrical 

parameters that could be used to ascertain the nonlinearity of the I-V curves 

of photovoltaic modules. The Bird Mating Optimizer (BMO) is an algorithm 

derived from the mating behavior of multiple species of birds, and is 

primarily used to solve complicated optimization problems. They streamlined 

the initial BMO method and utilized it to determine the electrical parameters 

of the system for a formless silicon photovoltaic model at various working 

situations. The simplified version of the BMO gets rid of parametric settings 

in the first BMO while likewise changing a few rules. Its usefulness is 

checked by comparing results from two particle swarm optimization 

variations, two harmony search variants and in addition seeker optimization 

algorithm. 
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     This work discusses PV modelling in solar energy system using 

Electromagnetism-like (EM) algorithm as its optimization algorithm. The 

remainder of the paper is sorted out in the following order: Section 1 gives 

the topic; Section 2 points out common interests in PV modelling; Section 3 

introduces the objective function; Section 4 is recorded the implementation of 

the EM algorithm; the simulation results are showcased in Section 5 and 

finally, Section 6 concludes the study. 

2. Photovoltaic Models 

2.1 The Simplest Model 

     The conduct of photovoltaic cells has always been depicted using models, 

such as the single diode lumped circuit model, which is quite ubiquitous [5]. 

The ideal representative of an equivalent circuit of a solar cell with a parallel 

source of current and a diode is depicted in Fig. 1 [6]. This model is preferred 

due to its balance of simplicity and precision [7, 8]. The current source output 

is straightforwardly proportional to the light falling on the cell (   ) [9], 

while the current source stands in for the current provided by photons (at 

times indicated as     ), and its output is steady under constant incident 

radiation of light and temperature [10]. 

     In order to create an accurate representative PV cell circuit, it is vital that 

the each cell’s component’s physical and electrical parameters be understood.  

 

 

 

 

 

  

 

Fig. 1 Ideal PV circuit model 
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     The procedures of modeling the solar cell could theoretically be 

developed using the equations (1-3). The output current   from the PV cell is 

determined via the application of the Kirchoff's current law (KCL) upon the 

simplified circuit demonstrated in Fig. 1 [10]. 

 

 

 

          of the equation (1) can be replaced with equation (2), results in a 

representative I-V relationship of the PV cell [10]. 

 

 

     where      is considered as the current produced by the incidence of light ,  

    is represented the current shunted through the intrinsic diode , while the 

voltage across the PV cell is     ,    is the reverse saturation current,    

which is equal to (    )    acts the thermal voltage of the PV,      is the 

electron charge (                     ),     is the Boltzmann constant 

(                  ),    is the temperature of the p-n junction in   

(Kelvin), and    is the diode ideality factor [10]. 

2.2 The Precise Model 

     There were a few factors that were not taken into account in the simplified 

model that would influence the performance of PV cells: 

a) Series resistance: A collective series of resistance runs through the 

semiconductor component, metal grid, contacts, and current collecting 

buses in a practical PV cell [11]. The collective losses are combined 

to create a series resistor (  ), and its resulting effect over PV module 

is rather pronounced, especially for the ones that is made up of 

numerous series-connected cells, where its resistance is amplified via 

multiplication with the total number of cells. 
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b) Parallel resistance or shunt resistance: It is defined as losses linked to 

minuscule leaks via a resistor that runs in parallel with an intrinsic 

device [11]. It could theoretically be pictured using a parallel resistor 

(  ).  However, its effect upon the PV module is noticeably lesser 

than series resistance; it will only be obvious when a collection of PV 

modules is linked in parallel within much larger systems. 

Equation (4) details the single diode model [12]. 

 

 

     In equation (4),      is the module equivalent series resistance, while the 

equivalent parallel resistance is   .  

2.3 A Photovoltaic Module 

     A collection of combined PV cells results in PV modules. Universally 

speaking, the ½ V produced by a single cell is inadequate. In order to address 

this problem, the cells are linked to one another in series to increase output, 

while others could be arranged in parallel to increase current outputs [9]. 

Equation (4) will be converted to [13]: 

 

 

     where     is the number of cells in the module. 

3. Objective Function 

     The objective function is the root mean square error (RMSE), as shown in 

equations (6-8) [13]. 

 

 

 

 

  



Journal of Thi-Qar University Vol.12 No.2 June 2017 

05 

www.Jutq.utq.edu.iq  Web Site of the Journal 

 

4. Review of EM Algorithm 
 

     Electromagnetism-like algorithm is a method suggested by Birbil and 

Fang for the optimization purpose [14]. It is a mechanism utilizing the 
attraction-repulsion principle of electromagnetism theory [15].  EM is 

regarded as an algorithm based on the population [16]. It shares similarities 
with the algorithms of ant colony and particle swarm. This is because that in 
the population, the particles will affect one another [17,18]. 

Electromagnetism-like algorithm remains a suitable selection for dealing with 
continuous problems. It guesses a solution at a pace that is much quicker than 

other algorithms [19], at reasonably high accuracy levels [20,21]. The 
algorithm is classified into four distinct phases, which are: 
  

4.1 Initialization  
 

     m points with n coordinates are randomly generated in the population. 
After that, the population is distributed uniformly between the upper and 
lower bounds [22]. For each sample, an objective function could be evaluated 

post-sample generation within the population. 
 

4.2 The Phase of Searching Locally 
 
     Local search is defined as the process of looking for a superior solution 

via the gathering of localized data from each particle. Algorithm 1 points out 
the procedures of the searching locally [20], where, m is assigned as size of 

the population, n is the coordinates of the particle; Lsiter represents the 
iterations of local search, and δ is the parameter of local search, with a 
probability value between 0 and 1. The algorithm starts by  the local search 

procedure, post- initialization of the population. The first step in this 
algorithm is to calculate and determine the maximum feasible step length 

(Length) via the parameter δ (line 1). The second step analyzes every i , 

where the initial particle        is kept within the temporary point y. Third, y 

moves based on its  randomly selected number coordinate- by-coordinate 

(lines 6–13). Fourth, in cases where the new y fares better than        within 

the Lsiter iterations,        will be replaced by y, and the search will 
terminate. If this does not occur, the counter increases a step, and the loop is 

restarted for another Lsiter iteration. Finally,           is updated (line 22), 

and it is the sample point that contains the best objective function [18]. 
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4.3 The Calculation of Force and Charge of Particle 

 
     The charge needs to be determined first for each point on the sample, and 
for each generation, all of which are based on the function of the best particle 

and this particle, as detailed in the equation (9) [20]: 
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     where          ) is the objective of particle       , and             ) 
is the objective of the current best particle. It should also be pointed out that 

the charge on a point particle lacks a sign. Alternatively, the direction of a 
specific force between two particles is pointed out post-comparison of the 

objective function value for the point [20]. Thus, 
 
 

 
 
 

 
 

 
 
 

 
 

 

     where    is the overall force applied on particle       . A particle 

possessing better objective functions will inevitably attract other particles, 
which is also true for the opposite case.  
  

4.4 The Movement  
 

     The last step, post-force evaluation, is the calculation of the movement 
based on the pre-determined force. The particle will update its own path 
based on the direction of the force through a randomized step length. The 

sample’s point will then move towards the upper bounds when the force is 
positive, and vice versa [23] (Algorithm 2, lines 7–11). 
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5. Simulation Results 

     Four parameters have been extracted for the photovoltaic module using 

the EM algorithm with Visual Basic. Net software. The limits of these 

parameters are listed in table 1 [13]. In this paper, the aim is to examine and 

test the common control parameters in the optimization algorithm as well as 

the    of the EM algorithm. Then the best group of these parameters can be 

used to extract the PV parameters. Therefore, five cases are utilized and 

compared, which include the population size (popsize), the number of 

generations (number of iterations), and the parameter. All the results are 

introduced in tables 2 and 3. Table 2 gives the values of five samples of 

parameters. One case has been taken with less population size to see the 

effect of reducing this parameter. Another case with less number of iterations 

is also taken in this study. However, the reduction in the size of population 

and the iterations number will usually reduce the execution time of the 

algorithm, but on the other hand will reduce the accuracy as in table 3. The 

difference between the cases 1, 4 and 5 just the local search parameter has 

been changed. This parameter has an obvious influence on the objective 

function [23]. 
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Table 1: The boundary of the parameters  

 

 

 

 

Table 2: The values of the five cases  

 

 

 

 

 

Table 3: Comparison among different cases for the PV module 

 

 

 

 

     Figs. (2-4) illustrate the comparison between the cases in terms of the 

objective function. It can be seen that case1 ( popsize=50, number of 

iterations=300,  =0.1) is superior the other cases with less error and with 

better speed of convergence. Fig. 3 has been drawn for ten iterations as in 

case 3. 
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Fig. 2 Comparison of the objective function of case 2 

 

 

 

 

 

 

Fig. 3 Comparison of the objective function of case 3 

 

 

 

 
 

 

 

Fig. 4 Comparison of the objective function of cases 4 &5 
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     Finally, Figs. (5-9) propose the current-voltage curves after the 

photovoltaic parameter identification, where the experimental data and the 

other PV required conditions are as in [13].  

 

 

 

 

 

 

 

 

  Fig. 5 Current-voltage curve for case 1 

 

 

 

 

 
 

 

Fig. 6 Current-voltage curve for case 2 
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Fig. 7 Current-voltage curve for case 3 

 

 

 

 

 

 

 

Fig. 8 Current-voltage curve for case 4 

 

 

 

 

 

 

 

 
Fig. 9 Current-voltage curve for case 5 
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6. Conclusion 

     The EM algorithm is a good optimization technique that is utilized to 

determine the parameters associated with the photovoltaic module. The 

module is made up of series and parallel resistances. In order to enhance 

EM's ability, different values of control parameters have been taken into 

account in this work. The results of the control parameters were compared in 

the context of the objective function in order to obtain a suitable set of 

parameters. This set will help the algorithm to estimate better results for the 

photovoltaic module. According to the results, case 1 has the best objective 

function which is equal to (0.0035). Increase the population size or the 

maximum number of iterations may impact on the accuracy, but will slow 

down the algorithm. As a result, the most effect comes from the number of 

iterations and the multiplier for neighborhood parameter and this parameter 

shouldn't be high or low.  
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