Al-Rahim and Al-Rahim Iragi Journal of Science, 2024, Vol. 65, No. 6, pp: 3224-3232
DOI: 10.24996/ijs.2024.65.6.22

/—-\/

! .’th"
Journal of
Science

e
ISSN: 0067-2904

New Methodology to Predict Basin or Intrusion from Gravity Data, A
Machine Learning Approach.

Ali M. Al-Rahim*, Ahmed A. Al-Rahim
Department of Geology, College of Science, University of Baghdad, Baghdad, Irag

Received: 22/3/2023  Accepted: 2/6/2023  Published: 30/6/2024

Abstract

Basins and Intrusions structures are essential features in defining and assessing
the evolution of tectonic geo-structures. The gravity effects for Basin and Intrusion
refer to (such as a salt dome or granitic pluton) structures that are similar in form,
shape, and value. Attempts to characterize these structures from gravity data depend
on derivation methods such as second horizontal and absolute second horizontal
derivative methods. The task of the discriminator is to determine whether the data
presented refers to a Basin or Intrusion. Hence, it is just a binary classifier giving the
output as 0 (for Basin) or 1 (for Intrusion). The machine learning approach can solve
such types of classification with high accuracy and confidence. Machine learning is
a field concerned with algorithms that learn from data sets. Classification is a task
that requires machine learning algorithms that learn from data sets how to assign a
category label to examples from the problem domain. To learn the machine, how to
classify the given data into 0 or 1, big data for training is needed. An easy-to-
understand example would be classifying gravity data as "Basin, 0" or "Intrusion, 1".
Later on, the learned machine can predict any given test data to the state of (0, 1).
Therefore, the procedure is simply to prepare a huge synthetic data set (from 2D
gravity modeling) for the Basin and Intrusion case. Then, divide the data sets into
80% data for training and 20% for testing. Label this 80% data set with 0 for Basin
and 1 for Intrusion. Next, training these 80% data sets using some algorithms
specifically designed for binary classification and do not natively support more than
two classes. These include Logistic Regression and Support Vector Machines. A
confusion matrix is used to evaluate the accuracy of learning. The following step lets
the learned machine predict a label for the 20% data set. Python code programming
is usually used for this type of analysis. This study uses an orange program for
visual programming and data mining for training and predicting. The result of the
prediction is perfect for the tested data. Field data for some cases from the Bougure
gravity data of Iraq is tested with the learned machine and gives similar results to the
absolute second horizontal derivative used. The saved model of the learned machine
can be used to predict Basin or Intrusion case studies for future work.

Keywords: Basin or Intrusion, Machine Learning, Logistic Regression, Support
Vector Machine.
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1. Introduction

Basins and Intrusions structures are significant features in defining and assessing the
evolution of tectonic geo-structures. It is very important to interpret gravity data for
hydrocarbon exploration to distinguish between a sedimentary basin (a good possible
hydrocarbon prospect) and a granitic pluton (no prospect for hydrocarbons). The gravity
effects for Basin and Intrusion structures are similar in form, shape, and value, and both can
produce negative gravity anomalies of comparable magnitude. Scientific research indicates
multiple cases of failure to explain some negative gravitational anomalies as intrusive bodies
of acid igneous rocks, which later turned out to be sedimentary basins [1]. These errors in the
interpretation are due to the ambiguity inherent in the gravitational method, whereby objects
of varying shapes or dimensions can give similar gravitational anomalies. Mussett and Khan
[1] [page 120, Figure 8.17b and illustrated in Figure 1] provided a good example that
illustrates such cases, which is called non-uniqueness. Attempts to characterize these
structures (Basin or Intrusion) from gravity data depend on derivation methods such as second
horizontal [2]. McCann and Till [3] have described how Bott’s method can be computerized
and show the application of Fourier analysis to the method. Some authors calculate the second
horizontal derivative (8°g/5x%), which response exactly like the vertical derivative, except that
the maxima and minima are reversed. AL-Rahim and Lima [4] use the absolute second
horizontal derivative methods as a criterion to distinguish between (Basin and Intrusion) and
apply these criteria to real data from different locations in Irag. The task of the discriminator
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is to determine whether the data presented refers to a Basin or Intrusion. Hence, it is just a
binary classifier giving the output as 0 (for Basin) or 1 (for Intrusion). The machine learning
approach can solve such types of classification with high accuracy and confidence.

The current study aims to use a data-driven model to predict whether the negative gravity
anomaly is related to Basin or Intrusion depending on machine learning approaches. The
paper will discuss the machine learning method, workflow procedure, synthetic data
generation, short background about the model used in prediction, describe the methodology of
using the Orange program as a tool for virtual programming, predict results and finely test the
application to real data from Iraqg.

2.1 Methodology:

One of the important topics now a day is the Machine Learning (ML) application in
different disciplines of scientific approach. Their importance is related to their ability to
predict results from the large size of the dataset after examining and training this dataset using
newly developed algorithms designed for such purposes, working automatically without
human intervention [5]. In ML, most classification problems require predicting a categorical
output variable called the target based on one or more input variables called features. The idea
is to fit a statistical model that relates a set of features to its target variable and use that model
to predict the output of future input observations. Extracting new information from a large
data set is one of the most important capabilities in ML for different scientific applications.
ML supplies researchers with the tools for discovering new relationships in the huge scientific
dataset that is not easily obtained using ordinary methods.

Profiles calculated for either model
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Figure -1 Illustration of the non-uniqueness case for interpreting different geological
model that gives the same gravity anomaly effect. (After [1]).

2.2 Types of ML:

Making a data prediction, finding the patterns in data, and/or classifying data are the main
machine learning task that usually deals with large size of featured data. A bit different
algorithms are used to train these data (learning the machine how to predict specific features

3226



Al-Rahim and Al-Rahim Iragi Journal of Science, 2024, Vol. 65, No. 6, pp: 3224-3232

from huge amounts of data). These algorithms determine the machine learning types:
Supervised, Unsupervised, and Reinforcement learning (Figure 2).

- Supervised learning: The input is labeled data, and the machine is “supervised” while it's
learning, that’s means supplying the algorithm with information to help it learn. Remains
inputs are the given information used as input features (such as, images, text, series of
tabulated data...etc.). The algorithms used during supervised learning include Neural
Networks, Decision Trees, Linear Regression, Logistic Regression, and Support Vector
Machines.

- Unsupervised learning: doesn't use labeled training sets and data. Instead, the machine
search for clear patterns in the data and identify them to make decisions. Common algorithms
used in unsupervised learning include Hidden Markov Models, K-means, Hierarchical
Clustering, and Gaussian Mixture Models.

- Reinforcement learning: humans learn the closest type. The algorithm learns by interacting
with its environment and getting a positive or negative reward. Common algorithms include
Temporal Difference, Deep Adversarial Networks, and Q-learning.

[ Machine Learning
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Learning Learning Leaming
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A. Classification A. Clustering A. Madel-Free
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Figure 2: Types of machine learning and it is related to some common algorithms. The

red rectangular refers to the algorithms used in the current study.

Bergen et al. [6] (Figure 3) mentioned that most solid Earth geoscience ML applications
deal with two types: Supervised Learning and Unsupervised Learning. In supervised learning
tasks, such as prediction and classification, the goal is to learn a general model based on
known (labelled) examples of the target pattern. In Unsupervised Learning tasks, the goal is
instead to learn the data structure, such as sparse or low-dimensional feature representations.
Other classes of ML tasks include Semi-Supervised Learning, in which both labeled, and
unlabelled data are available to the learning algorithm, and Reinforcement Learning. Deep
neural networks represent a class of ML algorithms, including supervised and unsupervised
tasks. Deep learning algorithms have been used to learn feature representations, surrogate
models for performing fast simulations, and joint probability distributions. It is worth
mentioning that deep learning DL is a part of the ML-Neural network method, Figure 4. DL is
a promising branch used in fault detection, facies identification, salt and karst detection, and
image segmentation. All these are applied to seismic 2D and 3D data.
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Figure 3: ML methods and their applications in solid Earth geoscience.(After [6]).
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Figure 4: Shows the interference relationship between Artificial Intelligence, Machine
Learning, Neural Networks and Deep Learning and the ranking of deep learning
approaches. (After [6]).

2.3 Classification types:

Many classification tasks are available; Binary Classification is one of them. This type of
classification involves dividing the dataset into two categories. The output variable can only
take two values (0 or 1, Y or N, etc.). Figure 5 compares different classification algorithms,
their importance and their requirements during the ML code application.

The red rectangular in Figure 2 refers to the algorithms used in the current study: Logistic
Regression (LR) and Support Vector Machine (SVM).
e Logistic Regression (LR) is a probability data estimation of one of two categories.
e Support vector machine (SVM) is a binary ranking algorithm that defines the accurate
boundary between the training data from two categories. SVMs with linear trends separate
classes with an estimated plane, whereas nonlinear trend functions allow for nonlinear
decision boundaries between categorized data.
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Classification Algorithms Comparison

k-NN Multiclass Numeric Medium Easy Good No Required
or binary
perceptron Binary Numeric Low Easy Good No No
Logistic Regr. Binary Numeric Low Easy Good No No
Linear Binary Numeric Low Medium Medium No No
Discr. Analysis
Naive Bays Multiclass Categorical Medium Medium Good No Required
or binary
Decision Tree Multiclass Numeric or High Difficult Good Yes No
or binary  categorical
Random Forest  Multiclass Numeric or High Difficult Good Yes No
or binary  categorical
Adaboost Multiclass Numeric or High Medium Medium Yes Usually
or binary  categorical
SVM Binary Numeric or High Very Difficult Medium No Yes
categorical :
Neural Multiclass Numeric or Very High  Very Difficult Weak Yes Yes ;
Networks or binary  categorical <

Figure 5: A comparison between different types of classification algorithms, their
importance and requirement during applied the ML code [6].

3. Workflow and synthetic data generations:

Figure 6 is an example of a simple ML workflow pipeline. The procedure is divided into
three levels. In the data level, to learn the machine how to classify the given data into 0 or 1,
big data for training is needed. The synthetic data must be well organized, labeled, and split
into trained and evaluated data to test the model. Later on, the learned machine can predict
any given test data to the state of (0, 1). Therefore, the procedure is simply to prepare a large
synthetic data set (from 2D gravity modeling) for the Basin and Intrusion case. Figure 7
shows examples of the synthetic data created by 2D gravity modelling for Basin and Intrusion
structures. See the similar negative gravity effect for both structures. Then, divide the data
sets into 80% data for training and 20% for testing. Label this 80% data set with 0 for Basin
and 1 for Intrusion. Next, training these 80% data sets using some algorithms specifically
designed for binary classification and do not natively support more than two classes. The
training algorithm aimed to build a suitable model that could classify the data as 0 or 1. These
models include Logistic Regression and Support Vector Machines algorithms. A confusion
matrix is used to evaluate the accuracy of learning. The following step lets the learned
machine predict a label for the 20% data set. After validating the test model, real data is fed to
the model (deployment) to predict their labels which are 0 for Basin and 1 for Intrusion. In
this study, the synthetic data is restricted to 100 cases. Fifty cases for each Basin and Intrusion
structure. Ninety-four cases are used in training, and six isolated cases for prediction tests.

Python programing language is normally used to execute this workflow of data processing.
Newly, the Orange Data Mining program is developed by Bioinformatics Lab at the
University of Ljubljana, Slovenia, in collaboration with the open-source community. Orange
Data Mining program is a virtual programming tool designed especially for machine learning
approach [7] supported with sample workflow for different types of ML applications. The
Orange Data Mining program provides widgets for various data management, statistical
analysis, visualizations, figures presentations, and ML models for training and predicting data
for many science disciplines. Figure 8 shows the processing workflow used in the current
study in the Orange Data Mining Program. Figure 9 represents the trained data for the
negative gravity effect for both Basin and Intrusion structures. See the overlap and
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interference of the profiles, which are regarded as a feature in training and labelled as 0 for
Basin and 1 for Intrusion as target data.
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Figure 6: Shows an example for simple ML workflow pipeline.
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Figure 7: Examples of the used synthetic data created by 2D gravity modelling for Basin
and Intrusion structures. See the similar negative gravity effect for both structures.

4. Results:

The statistical results for LR and SVM models can be seen using the confusion matrix (see
Figure 8). Figure 10 shows the confusion matrix result for Logistic Regression LR and SVM
models. The LR correctly predicted 47 cases for both Basin and Intrusion with 100%. Whilst
SVM predict all cases for the Intrusion and 45 cases for the Basin. 2 cases for Basin are
predicted by the SVM model as Intrusion, which is 95.9% of the correct result. Both models
give highly accurate results. The last step is to test the remaining six cases and indicates
whether their results' prediction was correct. Actually, the prediction results are perfect for
both Basin and Intrusion cases.

Taken the real gravity data used by [4] for two profiles across a wide circular shape
anomaly located in the middle part of the stable shelf and one profile across a depression area
(Maa'niyah depression) that is located at the border with Saudi Arabia to predict whether
these are related to Basin or Intrusion. Both LR and SVM predict that the circular shape
anomaly is related to Intrusion and Maa’niyah depression related to Basin structures which
are entirely comparable results.

3230



Al-Rahim and Al-Rahim Iragi Journal of Science, 2024, Vol. 65, No. 6, pp: 3224-3232

B - A<
g| VewDom Tabk 3| Lo plot weeheric
. & datx
!
¢
¥
\ - Setertad U <« D
[ ow | m | o m L f o ‘peutmbmay’ xe
\ —d ! < . A 8 \ =e*
CSV - SymNebe D3 ¢ s enbirrms ot iowe SOlocted Dats -~ o v
n_-;“ ;n: ’u[.;“-m = “i‘;. ats & Tes and Score Confusion Matix
ata A VL) r
") é
% Logstic Ragression
[ 1. %
== A
at: 4 Iraning Level
eve =
Data Level i Ok
iy
(= \
{ S o A
2 Predition Level X
Vaw Test dita y
;Z.; Y Daes A
N Prodictions

Figure -8 Shows the workflow of processing in Orange Data Mining Program.
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for each of them.
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Figure -9 Represent the trained data for the negative gravity effect for both Basin and
Intrusion structures. See the overlap and interference of the profiles which regarded as a
feature in the training and labelled as O for Basin and 1 for Intrusion as a target data.
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Figure -10 The confusion matrix result for a) Logistic Regression LR and b) SVM models. The LR
correctly predicted 47 cases for both Basin and Intrusion with 100%. Whilst SVM predict all cases for
the Intrusion and 45 cases for the Basin. 2 cases for Basin are predicted by the SVM model as Intrusion,
which is 95.9% of the correct result. Both models give highly accurate results.
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5. Conclusion:

The current study is a new method to predict whether the similar effect of negative gravity
anomalies deduced from Basin or Intrusion using the ML classification approach. It gives a
decisive decision about the type of object causing the negative gravitational effect, reduces
the non-uniqueness in the interpretation of gravity data and reduces the illness of gravity
inversion. Models deduced from training can be saved and used to predict any other gravity
profiles and ML transfer learning method. Indeed, using more synthetic data and testing
another model, like deep learning, is the next step in developing the technique for spherical,
cylindrical, and prismatic bodies.
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