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Abstract  

     Recently, Deep Learning (DL) has been used in a new technology known as the 

Deep Dream (DD) to produce images that resemble dreams. It is utilized to mimic 

hallucinations that drug users or people with schizophrenia experience. Additionally, 

DD is sometimes incorporated into the images as decoration. This study produces 

DD images using two deep-CNN model architectures (Inception-ResNet-V2 and 

Inception-v3). It starts by choosing particular layers in each model (from both lower 

and upper layers) to maximize their activation function, then detect several 

iterations. In each iteration, the gradient is computed and then used to compute loss 

and present the resulting images. Finally, the total loss is presented, and the final 

deep dream image is visualized. The output of the two models is different, and even 

for the same model there are some variations, the lower layers' loss values in the 

Inception-v3 model are significantly higher in comparison to the upper levels' 

values. In the case of Inception-ResNet-V2, the loss values are convergent.  

 

Keywords: Deep dream; Inception-v3; Inception-ResNet-V2; gradient ascent; 
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تنشيط وظيفة ال تعظيمويقوم بالموديل باختيار طبقات معينة في كل نموذج )من كلا الطبقتين السفلية والعليا( 
والذي  التدرج قيمة باستم حوفي كل تكرار ي من التكرارات،   عدد يتم تحديد بعد ذلك، لكل طبقة تم اختيارها

الخسارة الكاملة والصورة النهائية  يتم عرضيعرض الصور الناتجة. أخيرًا ، ، ثم لحساب الخسارة يستخدم بدوره 
فات ، حي  وحتى بالنسبة لنفس النموذج ، توجد بعض الاختلا بل للحلم العميق. يختلف ناتج النموذجين ،

أعلى بشكل ملحوظ مقارنةً بقيم المستويات  Inception-v3تكون قيم خسارة الطبقات السفلية في نموذج 
 ، تكون قيم الخسارة متقاربة. Inception-ResNet-V2في حالة اما العليا. 

 
1. Introduction 

     Deep learning is a subfield of machine learning that uses visual data [1]–[3]. The DD, a 

method that aims to enhance the visual qualities of images, was created as the newest 

DL technology by Google [4]. The CNN model receives repeated feeds of the image, which 

are used to recreate the DD. The features represent the most important information in the 

image [5]. So, the first layer begins by detecting the low-level features, such as lines and 

edges. Then, advanced characteristics like faces and trees  visible. All of these features are 

eventually compiled for use in configuring multiple effects, like trees or the entire structure 

[6]. The evaluation of whether a CNN has appropriately learned the correct image features 

involved DD visualization. Due to the network's expanding image stream, in which the 

earliest layers oversee detecting the first low-level features (put differently, the edges), 

DD was produced. Then, higher-level features (such as faces and trees) that delve further into 

the network start to show up. Lastly, to configure the combined effects (for instance, the trees 

or whole structures), the uncommon final layers gather all of these [7]. 

 

     In this study, two DD models are proposed based on the CNN architectures. Inception-v3 

is used to build the former DD model, while Inception-ResNet-V2 is used in the latter. In each 

model, the layers that are chosen to maximize their loss function are selected from two places: 

the lower and upper layers.  

 

     Normalization is also used, where it ensures some particular statistical characteristics of 

the transformed data [8]. The gradient ascent is used to maximize the loss function [9].  Thus, 

it is an optimization algorithm that iteratively moves in the path of the function's value's 

steepest increase to maximize the objective function. This is accomplished by calculating the 

gradient of the function with respect to its parameters and then modifying the parameters 

correspondingly. Gradient ascent, as opposed to gradient descent, which minimizes a 

function, looks for the maximum value by moving up the gradient in the direction where the 

increase is the biggest [10]. Then, the loss function in each layer is computed. After the 

number of iterations is met, the model produces the final deep dream image with the final 

loss. 

  

2. Related Works  

     Graeme McCaig et al. (2016) [4] suggested two DD algorithms that have been effective in 

reaching visual blending in CNNs. The first one was the Google Deep Dream, and the second 

was the algorithm suggested by (Gatys and his colleagues). The algorithm took random 

images as inputs, and then, they split and recombined its content and style by using NNs for 

the development of artistic images that are therefore indicated as the deep style 

DS. Researchers used Google's Deep Dream and VGG for DS techniques. The network was 

trained using the Cars and ImageNet data sets. As a result of their research on the topic of 

DD, they have identified two overused features that deserve to be acknowledged. First, a 

developed DD data as a bottom-up discrimination network, which is why Google Net ignores 

a large portion of the information on the tonic color of the regions while maintaining the color 
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contrast around edges. The fact that the 1,000 labelled classes in ImageNet reflect a second 

section of the animal types, with a focus on precise dog breeds distinctions, results in a bias 

towards animal types in the training data. Thus, dog traits tend to arise when the patterns are 

treated as relevant to dog features. As opposed to this, the network trained on the car dataset 

produces the car features. 

 

     A unique technique for creating images from image distributions for deep neural 

distribution training was proposed by H. Yin et al. (2020) [11]. Their approach, known as the 

DeepInversion, consists of two components: student logits and teacher logits. The teacher is a 

representation of the inverted trained network that starts with random noise and is not using 

any DD extra training data. Through the enhancement of DD's image quality, by extending 

the image regularization with a new term of feature distribution regularization, they have used 

DD for developing Deep Inversion. their model was trained on the CIFAR-10 and ImageNet 

data sets. 

  

     A computer vision algorithm known as Deep Inceptionism learning, or the DD algorithm, 

was presented by T. J. Kiran (2021) [12]. When an image enters the network, causes the 

neurons to fire, and produce activations, the algorithm's training phase starts. The idea behind 

their suggested algorithm is to increase the firing of a few neurons by changing the input 

image (through the activation or boosting of the neurons). With the help of DD, users can 

decide which neurons where layers they're willing to fire more noticeably. Such a procedure 

might be repeatedly carried out until an input image has all the attributes needed by a specific 

layer. They continuously send these images into the network, and the more they send it into 

the network, the more they will be able to extract or see all those strange elements in the 

actual image. Because of this, the first stage of their algorithm is to submit an image to a 

trained CNN, ResNet, ANN, etc. Following that, a layer is selected and the activations (or 

output) that are generated by the layer of interest are specified (the top layer captures the 

edges, whilst the deeper ones capture the full shapes like faces). The next steps involve 

calculating the activation gradient for the input image, modifying the image to increase those 

activations, enhancing network-detected patterns that produce a trippy hallucinatory image, 

and repeating the process continually across various sizes. Gradient ascent was used to 

maximize the loss function at each layer. After deeply dreaming up all losses from each layer, 

they passed them all, which was the same parameter plotted or printed and returned from the 

gradient ascent function. By using their dream algorithm and the gradient ascent, they may 

improve their output. 

 

     A DD model was also presented by Lafta R. Al-Khazraji et al. (2022) [9]. It applies the 

DD algorithm after receiving the output of NST images as input. To implement the NST 

depending on the Gram matrix, which serves as the model's core, and gradient descent, which 

reduces the loss function in the case when the image is cleared and increases with 

distorted images, we employ the VGG-19 pre-trained network as a deep CNN network. The 

DD was created using a pre-trained model called the Inception-v3 network. Using gradient 

ascent, the loss is highest in this situation. The loss of the dreamt images, such as the circular 

and spiral stylized images, is lower than the loss of the clear images (3D squares and triangles 

images). 

 

     Al-Khazraji et al. (2023) [10]developed a deep dream model that generates deep dream 

images by using CNNs. They used VGG-16 pre-trained network to build their model. The 

method includes selecting certain network layers, extracting features, and optimizing them 

through repeated methods. They applied this technique on both low-level and high-level 
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layers. The authors noticed that images formed with high-level layers were clearer than those 

generated with low-level layers. Furthermore, they reported that the variation in the loss 

values for low-level layers is smaller than that for upper-level layers 

. 

3. Convolutional Neural Network (CNN) 

Deep neural models known as CNNs were developed specifically to handle image data, and 

they can be thought of as feed-forward ANNs with various convolutional and subsampling 

layers [13]–[18]. It processes incoming data and extracts relevant features by using 

convolutional, pooling, and fully connected layers. The architecture's hierarchical design 

makes it capable of learning intricate patterns, which makes it perfect for applications like 

self-driving cars, facial recognition, and object identification [19]–[24]. 

 

3.1 Inception-v3 

     Inception V3 is a deep CNN architecture developed by Google. A total of 11 Inception 

modules totaling five different types make up the network. Each module has an activation 

layer, a convolutional layer, a batch normalization layer, and a pooling layer that are all 

created by professionals. This network is more precise and computationally efficient 

compared to the previous Inception models since it employs convolution processes in each 

inception module to reduce the grid size. In addition to employing numerous parallel of both 

convolutional and pooling layers to capture a range of features at various scales [25]–[27]. 

Figure 1 shows a compressed view of the InceptionV3 model. 

 

 
 

Figure 1: The diagram of a compressed view of the InceptionV3 model [9]. 

 

Table 1 shows the Inception-v3 network structure model.  
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Table 1: Network structure of the Inception-v3 model [28]. 

Type Patch Size/ Stride Input Size 

Conv                 

Conv                  

Conv                  

Pool                  

Conv       73         

Conv                

Conv                 

            -------           

            -------           

            -------          

Pool              

Linear logits          

SoftMax classifier          

 

3.2 Inception-ResNet-V2 

     The two most popular deep CNNs, Inception and ResNet are combined to create this 

network, although batch normalization is just applied on top of the standard layers and not the 

summations. For enhancing the number of Inception blocks and, thus, the network depth, the 

residual modules are specifically used [29]. The Inception-ResNet-V2 architecture is depicted 

in Figure 2. 

 

 
Figure 2: Inception-ResNet-V2 [30]. 

 

Figure 3, [31] illustrates with more detail the blocks inside this architecture, where there are 

several operations in each block.  
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Figure 3: Inception-ResNet-V2 architecture blocks [31]. 

 

4. Research Methodology 

      In this study, a comparison between two pre-trained models was applied to generate 

different deep dream images according those models. These models are Inception-v3 and 

Inception-ResNet-V2. Figure 4 shows the diagram of our model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Diagram of the proposed model. 

 

Firstly, we input two images, which are a three-bear image and the penguins' image. Figure 5 

shows the input images.  
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Figure 5: Real-sized input image. 

 

     The second step is minimizing their size to accelerate the processing time. Then applying 

the normalization process. The normalization process is calculated for each pixel by applying 

equation (1) [32].  

   
       

         
                                                                         (1) 

where    indicates a pixel's intensity value,    is the normalized value of x_r,      and      

are the image's lowest and highest intensity values, respectively. 

Then, two CNN pre-training models are used; Inception-v3 and Inception-ResNet-V2, one 

model each time.  

 

     In the case of using Inception-v3, firstly, we survey the layers of the model, then choose 

the targeted layers for maximizing their loss functions; these layers belong to different blocks.  

The layered targeting process takes place in two stages: at the first stage we choose blocks 

and target layers from the low-level layers, which are (mixed0, mixed1, and mixed2), while at 

the second the layers (mixed8, mixed7, and mixed6) are chosen to maximize their loss 

functions. 

When Inception-ResNet-V2 is used, the same processes are followed. There is only one 

difference, which is the names of the layers, as the blocks and layers in this model are not the 

same as in the Inception-v3 model. The process of choosing the targeted layers to maximize 

them is very important since the selected layers have major effects on the visualized images, 

since each layer have a unique effect. Maximizing the activation function of the lower   

 

     The next step for both models is extracting the important features from the targeted layers. 

This is achieved by applying some convolution processes, each one followed by an activation 

function process rectified linear unit (ReLU) is applied. Then one or more max pooling 

processes are applied. This process is continued to extract more features. 

  

     Afterwards, the gradient ascent is computed, and while the gradient descent works to 

minimize the loss function [33], the gradient ascent is the complete opposite; it works to 

maximize the loss function. Therefore, the gradient ascent is computed by applying equation 

2.  

        ( )                                                               (2) 

 

Where,   ( ) is the gradient of the error loss,   represents the learning rate. 
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For the image pixels, their gradients are added to the image immediately, suppose the required 

iterations, and apply the DD to the image. As long as the required iterations are not met, the 

image will be updated. The gradient ascent maximizes the loss function to extract the layers 

of the input images increasingly. In this work, the number of iterations is 1000. 

Lastly, the final deep dream image is generated with the final loss, and this is the final output.  

 

5. Results and Discussion 

     This section explains the final results and losses, and the reasons that led to those results 

are mentioned. At first, the input images are resized to minimize it by downsizing. Figure 6 

shows the images after downsizing. 

 

 
Figure 6: The downsized images. 

 

     The normalization technique is used for resizing images; normally, it is used to change an 

input image into a set of pixel values that are more normal or familiar to the senses. 

 

5.1 Inception-v3 Model 

     We apply the Inception-v3 model, where we review its blocks and layers. Firstly, we 

choose the detected layers from the required blocks mixed0, mixed1, and mixed2. The result 

of the output deep dream images is in Figure 7. The loss is illustrated in Figures 8 and 9, 

which ranged between (2.720845222 - 5.53691101) for the three bears' image, and 

(3.17698955535888 - 6.7354884147644) for the penguins’ image. 

 

 
Figure 7: The output images resulting from maximizing the layers (mixed0, mixed1, and 

mixed2). 
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Figure 8: The loss values of three bears image when maximizing the loss function of mixed0, 

mixed1, and mixed2. 

 

 
Figure 9: The loss values of penguins’ image when maximizing the loss function of mixed0, 

mixed1, and mixed2. 

 

     Lastly, we also continue with the Inception-v3 model and choose the high-level layers to 

maximize their loss function, these layers are mixed8, mixed9, and mixed10. The result is 

deep dream images that are shown in Figure 10. And the loss values are in Figures 11 and 12, 

which are ranged between (1.7353308200836 - 3.5670118331909) for the three bears image, 

and (1.85638332366943 - 3.48054218292236) for penguins’ image.  
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Figure 10: The loss values of the penguins’ image when maximizing the loss function of 

mixed6, mixed7, and mixed8. 

 

 
 

Figure 11: The loss values of the three bears’ image when maximizing the loss function of 

mixed6, mixed7, and mixed8. 
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Figure 12: The loss values of the penguins’ image when maximizing the loss function of 

mixed6, mixed7, and mixed8. 

 

5.2 Inception-ResNet-V2  

     With this model, the maximization of the loss function is applied two times; the former is 

on the layers (block35_2_mixed and block35_4_mixed). While the latter is on the layers 

(block35_5_mixed, block35_6_mixed, block35_8_mixed, and block35_9_mixed). 

Firstly, we choose to maximize the loss function of the layers (block35_2_mixed and 

block35_4_mixed). The result is the deep dream images that are shown in Figure 13. The loss 

values are in Figures 14 and 15, which ranged between (1.1835618019104 - 

2.51987242698669) for the three bears image, and (1.85638332366943 - 3.48054218292236) 

for the penguins’ image.  

 

 
Figure 13: The output images resulting from maximizing the layers (block35_2_mixed and 

block35_4_mixed). 
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Figure 14: The loss values of the three bears’ image when maximizing the loss function of 

 block35_2_mixed and block35_4_mixed. 

 

 
Figure 15: The loss values of the penguins’ image when maximizing the loss function of  

block35_2_mixed and block35_4_mixed. 

 

     Then, with the layers (block35_5_mixed, block35_6_mixed, block35_8_mixed, and 

block35_9_mixed). 

The result is deep dream images that are shown in Figure 16. And the loss values are in 

Figures 17 and 18, which are ranged between (1.7127691507339478- 2.7816869354248047) 

for the three bears’ image, and (1.7327109575271606- 2.651268243789673) for the 

penguins’ image. 
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Figure 16: The output images resulting from maximizing the layers (block35_5_mixed, 

block35_6_mixed, block35_8_mixed, and block35_9_mixed). 

 

 

 
Figure 17: The loss values of the three bears’ image when maximizing the loss function of 

the layers (block35_5_mixed, block35_6_mixed, block35_8_mixed, and block35_9_mixed). 
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Figure 18: The loss values of the penguins’ image when maximizing the loss function of the 

layers (block35_5_mixed, block35_6_mixed, block35_8_mixed, and block35_9_mixed). 

 

From the above results, it is clear that maximization of the loss function of low-level layers 

has a higher effect on the loss value than higher layers when using the Inception-v3 model. 

When using Inception ResNet-V2 this role is changed, where the image of three bears has a 

higher loss value in the higher layers and this is the opposite in the case of the penguins’ 

image.  

 

     Also, Inception-v3 model, the loss value of the penguins’ image in most cases is higher 

than its value in the three-bear image because there are different colors used with the 

penguins’ image. This means that more colors have a higher loss value.  

 

6. Conclusion  

     Deep Dream is a very recent and promising approach for generating and visualizing 

images. This research introduces a new method for generating deepdream images based on  

Inception-v3 and Inception-ResNet-V2 models. The resulting deep dreamed images of these 

two models are compared depending on their loss values. The activation function of each 

model is maximized at two different places; the first place is in the upper layers and the other 

for the lower ones. The resulting deep dream images and the loss value that results from each 

image are different. In the case of the Inception-v3 model, the loss values of the lower layers 

are much higher than the values in the upper layers. Whereas their loss values are convergent 

in the case of Inception-ResNet-V2. The results are obtained after 1000 iterations of applying 

gradient ascent. The selected layers have a major effect on both the generated images and the 

resulting loss values.   
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