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ABSTRACT

Let H and K be Hilbert spaces and let HBK be the cartesian product of them.Let
B(H),B(K),B(H®K),B(K,H),B(H,K) be the Banach spaces of bounded(continuous) operators
on H,K,H®K,and from K into H and from H into K respectively.In this paper we find the

inverse of operator matrix A = [g g} E€B(H®K) where BeB(H) ,CeB(K,H), DeB(H,K),
EeB(K) and A>Iy g% , A= Owhere I g is the identity operator on HGK

Introduction
Let <,> denotes an inner product on a Hilbert space, and we will denote Hilbert spaces by
H,K H, K, and H @ K denotes the Cartesian product of the Hilbert spaces H, K ,and B(H)
,B(H®K),B(K,H), be the Banach spaces of bounded(continuous) operators on H, H®K,and
from K into H respectively[see2]. The inner product on HEK is define by:
<(Zxy),(wz) =<x,w>+<yz> x,weHyzeK

we say that Ais positive operator on H and denote that by A = 0if < Ax,x >= 0 for all xin
H,and in this case it has a unique positive square root ,we denote this square root by+/A
[see2],it is easy to check that A is invertible if and only if A is invertible.A*denotes the
adjoint of A and I denotes the identity operator on the Hilbert space H.-We define the

operator matrix A = [B C]eB(H @ K,L@&M) where BeB(H,L), CeB(K,L), E eB(H,M), D

Bx 4+
eB(K,M) as following A (V [E ](::)} ( ) [E‘: = gt’} ,where (V E H @ K,and similar for

the case m X n operator matrix [see 1&3&6].
— * E
IfA= [E D]thenﬂ =[5 L.



IfA= [E g} = 0 then A is a self- adjoint and so has the form A = [CB ](;:)] and similar for

the case n X n operator matrix [see 1&3]. For related topics[see 7&8]. For elementary facts
about matrices [see5 &9] and for elementary facts about Hilbert spaces and operator theory
[see 2&6].

Remark: we will sometimes denote IHK(the identity onH®@K )or
Iy (the identity onH )or Ig(the identity onK ) or any identity
operator by I,and also we will sometimes denote any zero

operator by 0
1)Preliminaries:

Propositionl.1.: Let TeB(H,K) then

DIf T°T = Tand TT® = Ithen T is invertible,
2)if T is self-adjoint, TZ = [then T is invertible,

3)if T = 0 then T is invertible if and only if /T is invertible, and in this case we have
——— -1_,

WDH ™ =(T) )

4)if T is self-adjoint then T is invertible from right if and only if it is invertible from left,

5)if T = [ then T is invertible,
6)if T = 0 and it is invertible then T™* = 0,and in this case we have VT % = (\-T )_1

7)T = lifandonlyif 0 = T-* = 1.
Proof:1)see[2]p.156
2)from 1)
3)if T is invertible then there exists an operator S such that ST =TS=I ,so
(S\ﬁ) ‘\,/T = \,}!_T(VfﬁS)=l ie. \;"_T is invertible . Conversely if xﬁ is invertible then there
exists an operator R such that Ry T=yTR=I,s0 [ = L.I = (\/TR)(*/TR) =V'T( R\,fT)R
:\,/T(V"TR) R=TR?=R?T ,hence T is invertible, and in this case we have
WDH =T =R = ((VT) )

4)if T is self-adjoint then T = T" ,but T is invertible from right if and only if T~ is

invertible from left.o



5)if T = Ithen T = 0 ,s0 4/T exists and it is self-adjoint and (VT)? =1 so /T is

invertible and hence T is invertible.o

6)if T = 0 and it is invertible then {T¥, x) = 0,s0
(TT 1x, T-1x) = 0.ie. (x, T"1x) = 0,¥x.Hence T~ = 0.Now v/ I=Lbecause

\/T : \/l_ = I ,and [. I = Lbut the positive square root is unique(see[2]p.149) so \fl_ = l.and
sinceT=0,T 120, T IT=1z0we

— -1
havey T ~2/T = VT2 T(see[2]p.149),50V T 24/T = /T=] ,hence VT~ 1 = ({T) .2

7)if T = I[then T = 0and it is invertible .so[from 6)]we have T~ = ONow T~ = 0
ET—120& T X(T—-1) = (T—1I) T [because

T-Y(T-D=T11T— T 1=1— T land

(T-DT*=TT*—T*=1— TS0, T"*(T—1) = 0 (see[2]p.149) ,hence
T < .o Converselyif 0 < T™* < Ithen [from 6)]wehave T = 0

butl— T'=0and T(I— T ) =({- T 1T so

T(I— T ') = 0hence T = I.n

B

Proposition1.2:1)if A = [D

E] = () then C=D" and B>0 & E>0
2)if A = [[B) E] = [ then C=D" and B> [ & E>I

3)ifA = [[B) E] < [thenC=D"and B= & E< |
Proof:1)see[1]p.18.0
2ifA =1 then A—120bul=[; V]so

[g E]_[é ?]=[BSI EE]]E0.Thenfrom1)wehavethatC=D‘
B—I1=20,E—I1=20ie B>I&E>In

3)Similar to 2)

.\ . B C(Cj. . . . .
Proposition1.3.: if A = C* E is invertible, A = [ then B.E are invertible
Proof: from Proposition]1.2. 2) we have B> [ & E> [,so B,E are invertible.D

To show that the converse is not true we need the following theorem from[1]p.19:-
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Theorem1.4.:Let BeB(H),EeB(K),CeB(K,H) such that B>0 & E>0 then:
C* E = (if and only if there exists a contraction XeB(K,H) such that C =+/B X+/E .

Now the following example show that the converse of propositionl.3. is not true

Examplel.5: Let A = [g %],so B=2>1,E=2>1 and they are invertible but A is not
invertible[since det A=0].Note that A =0[since C=2=V"?V§=y'r§ X+/E where X

1 2],and if 3X such that 2='1 X1 50 X

=1,hence|X| < 1],but A & I[since A— [ = [2 1

=2,hence|X|¢1ie. A—12 Ohence A = 1].
Remark1.6.: it is easy to check that:
1)if A is invertible m X n operator matrix (i.e. JannX mopeatormarxBs.t.AB= [ &BA =1,

Where [, &I arethe m X m & the n X n identity operator matrices respectively) and

if matrix C results from A by interchanging two rows(columns) of A then C is also invertible.

2)if two rows(columns) of an Im X I operator matrix A are equal then A is not invertible.

3)if a row(column) of an M X N operator matrix A consists entirely of zero operators then A

is not invertible.

B
4) A= [ 0 E] is invertible if and only if B,E are invertible, and in this

0

-1
case A7 = [B iy
0 E

Remarkl1.7.:from remark1.6. 1) we can conclude :if A = [B) E] EB(H®K, L&M) then
B (C].. o .[C By. . o ~[D EJ].
A= [ ] s invertible if and onl 1f[ ]15 invertible if and onl 1f[ ] s
D E is inv i y E D \Y i y B C i
: L [E DJ. . :
invertible if and only if C B is invertible.

2) The inverse of a 2 X 2 operator matrix A where A>I

Theorem?2.1.:1)if A = [(l?“ E] = Ithen B,E,B — CE™*C*,E — C*B~C are invertible

(B-CE'Cyt  —(B—CEIC)ICE

A =[
and “EIC(B-CEC)! (E-C'BlC)
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In fact :2)ifA = [?x g] >IthenB=>[E=[B—CEIC*=>=LE-C*B"IC =1

Proof 1) if A = [ (l?“ E] = [ then A is invertible[proposition1.1.5)] and

B = ILE = I[proposition1.2.2)] ,so B,E are invertible [proposition1.1.5)]

Nwmakd=[é gbﬁAA4=l=[% i]

then ] = 0,F = O since A~ = 0.And

)BJ + CG*=ly, ii)BG + CF=0,iii)C"] + EG*=0, iv)C*G + EF = I.

So from iii) we have JC + GE=0.So,

G=—]JCE™* = —B~(F.

Then we have from iv) that

(E— C'B™1C)F = Igie. E — C*'B~Cis invertible, F = (E— C*B~1C)™},
and from i) we have J (B — CE™*C")=Iy,s0 B — CE™*C"is invertible, and

] = (B— CE™1C*)™%,G=-(B-CE()CE™ = ~B-((E- C'B()"~.

(B-CEC)?  —(B-cEC)CE™

Then it is clear that,A™ =
-EC'(B-CE?C)?  (E-C'BC)?

2)ifA = [(]:3* E] = [ then

(B-CE'C)*  -(B-CETC)CE™
-ElC(B-cE*c)?  (E-CB)

ﬂiéf‘=[

,50 from proposition1.2.1&3)We have( < (B—CE™*C") 1< [ 0<(E-C'B*() 1 <1,
then from propositionl.1.7)
B—CEIC*=LE-C'BIC=]

also from proposition 1.2.2) We have that B> 1 & E>[.o



Remark?2.2.:it is easy to check that if B,E,B— CE*C*,E — C*B~*C are invertible then
A= [ g" E] is invertible and
1 [ (B-CE7C)™  —(B-CE™'C)CE7|
EIC(B CEC)! (E C'BIC)
Remark2.3.:since (B — CE™*C*)"*CE™* = B~*C(E — C*B~*C )™ %,and since
A= [ (]_3 i E]Z I,hence A — I = 0 and A = 0,therefore there exists a contraction X and a

contraction Y such that
C=+vBXJE =/B-T1Y/E-1I

then we have alternative forms of A™* such:

1 A [ (B-CE-I¢)!  -B-lC(E-C'B-iC)
) EIC(B-CEC)? E-CBle)t [T
pat = | OB VG (B G M
-WETr(-xe 6Bt @BiI-x ()““E)

Remark2.4.:the second form of A~! above show that [ — XX* , 1 — X* X are invertible

and this is easy to check.

Remark2.5.:we know that if a ,c , e are complex numbers( the complex number is a special
case of an operator) and

L —C
b ¢ . . ) _ be—lcl2  be—|cl|?
A= [ : ] where ¢* is the conjugate of ¢ then A™! = . b but from
c e i
be—lcl2 be—lcl2
above
R | I P
A-1 (b—ce (") —(b—ce™"c") "ce ]=
—e'c*(b—ce ic)? (e—c*btc)?
1 L2
p_lel? bl e
e
1, 1 1
lel? lel?
= b b
e —C
be-lcl2  be-|cl?
Tl =c* b

be-lel2  be-lcl?



Remark2.6.:0f course we can generalize the 2 X 2 case tothe 71 X 1 case by iteration. For

B C D
example: if A = ’ $* E G] = [ then
D* G* F - 0
A= ’(]:3“ g g] = [(]:3“ E] [g] I[C“D xE] [Gw,and we can first find the
D> G Fl [[D* 6] F [ G] F

inverse of [ (]:? - g] = [ then find the inverse of A.

Remark2.7.:there is no general relation between the invertiblity of A = [g E] and the

invertiblity of B,C, D, E ,and all the 32 cases can be hold,for example

DA = H ﬂ is not invertible but B, C, D, E are invertible

2)A = [i %] is invertible and also B, C, D, E are invertible

1 1 2 13
3)A = % % % % is not invertible
1 2 1 1
. B 1N 12
[sincedet A=0]andB = 1 1]

. . . 2 1 1 1 1 2 . .
is not invertible, but C = [ ], D= [ ] ,E= [ are invertible.
Y : 1 2 1 2 [ 1 A
And so on.
of course, A= [B C] is invertible if and only if [C B] is invertible if and only
D E E D

.[D E].. o .[E D]. . : .
if [ ] 1s invertible if and only if [ ] is invertible, is useful here

B cl®™™ Pl BI®Y !
3) The inverse of a 2 X 2 operator matrix A where A= (

In this section we generalize the results of A>Ito A= (0 .

Theorem 3.1.:if A= [(Z:I‘EE g} > Q0 1is an invertible then so are B&D .



Proof: C=+vB XD ,C* = VD X* VBand IM = [GE Iﬂ st. AM=1= [[I) ﬂ then

BE + VB XyDG = 1, VDX* vBG+ DF = L.Hence,
\,"'g(v"g]i + X *,,"ﬁG’) =1, *Jﬁ(}(“‘ VBG + *JﬁF) =1.So0, VB , VD are invertible ,then B, D
are invertible

Remark 3.2.:the converse of theorem 3.1.1s not true as we can see by the following example.

Example 3.3.:let A = [1 ﬂ > 0(since C=1=+1Xy1 where X =1and|X|| =[1]=1

so A= 0),then B= 1,D = 1 are invertible but A is not an invertible (detA = 0).

i oa . " B (7. . .
Remark 3.4.:if A is not positive then it is may be that A = [E D} is an invertible but

B, D are not , as we can see by the following example.

Example 3.5.:let A= [2 ;

invertible (detA # 0)but B = 0,D = 0 are not invertible.

] then A is not positive(C = 1 # VBX VD = 0)and A is an

The main result in this section is the following:

Theorem 3.6.: A= [ ég j B} = 0 is an invertible if and only if

B.,D,B— CD!C*,D — C*B~*Care invertible, and in this case we have:
(B—cCD™'cH™ —(B- CD‘ic*j‘ico—il

ATl=
—D~1c*(B—cp7c*)? (D—cC*'B7IC)?

Proof: =)If A= [(? ](::)} = 0is an invertible A™! =0

solet A™1 = [; ?} then

)BE +CG* =1,ii) BG+ CF = 0 ,ii))C’'E+ DG" =0,

iv)C"G + DF =1 ,then we have

G = —ECD™* = —B™'CF .Hence

E(B—CD™'C*) =1I,i.e. B—CD™*C" is an invertible and E = (B— CD™'C") .
(D-C'B™IC)F=1,i.e. D—C*'B Cis an invertible and

F=(D— C°B™'C) “.Then it is clear that



Al (B—cCD™'cH™ —(B—CD_1C’j_1CD_1]

—D~1c*(B—cp7c*)? (D—cC*'B7IC)?

(B—CD71CH)™? —(B—CD'c%)1cpt
—D7C"(B—CDCH? (D—-C'B )
check that AM=Tie. M=A"! o

<)if we let M = [ ] then it is easy to

From the proof of theorem 3.6 we can prove that
Theorem 3.7.:if B&D are invertible then

B C
E D
invertible and in this case we have

A= [ }eB(H@K,L@M) is an invertible if and only if B— CD™'E,D —EB™C are

(B— CD'E)? —(B—CD™E)™*CD"

1
A= [—(D— EB™'C)"'EB™! (D- EB~!¢)™* ]EB(LG)M,H@K)

Proof: Similar to proof of theorem 3.6..

Remark 3.8.: Also we can get the following alternative forms of A™*

DA-1= [ (B—cD'E)™? —B~c(D — EB‘ic)—il
~ |l-(D—EB7'C)"EB! (D—EB7C)t [
o)At = [ (B—CDE)? —(B— CD‘iE)‘ch“i]
—D*E(B- CD!E)? (D—EB~(C)™?
3 A= (B—CD'E)? -B7C(D — EB‘ic)—ll
- |-DE(B—cD7E)? (D—EBIC)t [

B C
c* D
ifA= [ (]33 2 ](::}} = Ithen it is necessary that A is invertible then

Remark 3.9.: A= [ (}:3 g} = lis special case of A= [ } = O(because A =1 > 0).And

B.D,B— CDC*,D — C*B~C are invertible , in fact
B=1,D=1B—CD7IC"=1,D—C*BIC = I,(and hence they are invertible).And if they

are invertible then A = [ (]:3 i g} is an invertible. So we may ask the following question :

Question 3.10.:is it true that if B = I,D = ,B— CD™C* =[,D — C*B™!C = I then

a-[2 gar

But the following example show that this is not true:-



4.1

Example 3.11.: A = [451 s

}thenBE 1,D>1,

o C|? 16.81

D—C*'B-lC= D—'C—B" - 5—%= 1.638 = 1 but,

A= [4%1 451} = ; 2] if and only if [-:1 441

and only if there exists X, [X| < 1 such that 4.1 = \,"EX \,"Tl ,but then

] = 0 but this is not true(because it is true if

4

2.1 . .
i 1,a contradiction).

X| =

Remark3.12:If TeB(H,K) then it is easy to check
Tis aninvertible if and only if T*T = B(H H)& TT" = B(K K) are invertible and in this case

we have T™1 = (T*T)"1T* = T*(TT*) !
Also from [2] we have:
NT"T=0and TT =0

i)T £0ifandonlyif T'T = Cifandonlyif T"T = 0

so we have that

Tis aninvertible ifand onlyif T'T = 0& TT™ = 0 are invertible and in this case we
have T™* = (T"T)™'T" = T"(TT")™". Hence we can use this fact to find the inverse of

A= {B g} (if it exists) by first find the inverses of AA™ = 0 & A"A = 0 and use them to find
the inverse of A,so
Theorem3.13: A = [g E}EB(H@K,LG—)M) is an invertible if and only if
l)a= BB*+ CC*2)b=EE*+ DD*3)c=a— (BE* + CD*)b }(BE* +CD")"
4)d=b— (EB"+ DC")a *(EB* +DC")'5)e=B'B+E'E 6) f=C"C+D'D
7)g=e—(BC+EDM (B C+ED)'8h=f—(CB+DE)e”*(C'B+ D'E)"
are invertible and in this case we have
e [g_ifB' —(B'C+E'D)f1c*) g Y(E"—(B'C+E'D) DY) ]
h™c*— f"1(Cc*B+D'E)g *B* h™D*—f!(C'B+D'E)g 'E’

_ {(B* — E'b"1(EB* +DC*))c™! E*d!-B*c"}(BE*+ CD‘)}:“1]

(C*— Db~ *(EB*+DC))c™? D'd*—-C'c}BE*+CD")b?!
Proof: Ais an invertible if and only if AA™ = 0 & A"A = 0 are invertible if and only if
a,b,c.d e f g hareinvertible and we have

“(B*—[B'C+ED)f '’ ~1(E* — ( B'C+ E'D)f"'p*
Al=(AanTAa = [g--——i (. —(1. : ) -1 ), g_i E —Ei ¢ ) -1 )]
h™c*—f*(C*B+ D*E)g ™ *B* h™*D*—f*(C'B+4+ D*E)g 'E

= a'(aa)

_ [(B‘ — Eb™'(EB*+DC*))c™* E'd!-Bc}(BE"+ CD')b“i]

(C*— Db *(EB*+DC*))c™* Dd'-C¢c(BE"+CD)b?
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Remark3.14: we can generalize theorem3.13 and find the inverse of the m X #n operator
matrix A by first we find the inverse of AA™ = 0 & A" A = 0 by iteration as we did in

remark2.6.then we find A1 by the relation A™! = (A"A)71A" = A" (AA)7!
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