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Abstract

In this paper we study the existence of mild solution to the fractional impulsive nonlinear mixed-
type integro-differential partial equation with neutral infinite delay and nonlocal conditions in a
Banach space. As a prove of this investigation we address some important concepts of work such
as fractional calculus, semigroup of operators and Krasnoselskii's fixed point theorem.

Introduction

A fractional calculus deals with the generalization of integrals and derivatives of noninteger
order. Which involves a wide area of applications by bringing into a broader paradigm concepts
of physics, mathematics and engineering (1,2). Additionally, fractional differential equation is
considered as alternative model to nonlinear differential equations (3). The authors had proved
the existence of solutions of abstract fractional differential equation by using fixed point
techniques (4,5). In consequence, the subject of fractional differential equations is gaining much
importance and attention (6, 7, 8) for more details therein. Subsequently, several authors have
discussed the problem in different ways of nonlinear differential and integro- differential
equations including functional differential equations in Banach spaces. The theory of impulsive
differential equations has undergone, in a rapid development over the years and played a very
important role in modern applied mathematical models of real processes arising in phenomena
studied in physics, population dynamics, chemical technology and economics. In (1,12),
Benchohra et al. established sufficient condition for the existence of solutions for a class of
initial value problems for impulsive fractional differential equations involving the Caputo
fractional derivative of order 0 < a <1 and 1 < o < 2. In (22), Mophou proved the
existence and uniqueness results of a mild solution to impulsive fractional semilinear differential
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equations. Benchohra, Henderson, Ntouyas and Quahab (10), proved existence results for
fractional order functional differential equations with infinite delay. (2), Benchohra and Seba(11)
studied the existence of fractional impulsive differential equations in Banach spaces while,
Balachandran , Trujillo (14), studied the nonlocal Cauchy problem for nonlinear fractional
integro-differential equation in Banach spaces. Balachandran and Kiruthika (15) discussed the
existence of nonlocal Cauchy problem for semilinear evaluation equations. Arjunan and Selvi in
(16), proved the Existence results for impulsive mixed Volterra-Fredholm integro-differential
inclusions with nonlocal conditions. Chang, Anguraj and Karthikeyan in (17) proved the
Existence results for initial value problems with integral condition for impulsive fractional
differential equations. Bragdi and Hazi. in (18) Investigated Existence and uniqueness of
solution of fractional equations with nonlocal condition in Banach spaces. Anguraj, Maheswari,
in (19) investigated the Existence of solutions for fractional impulsive neutral functional infinite
delay integro-differential equations with nonlocal conditions. Shaochun and Gang, in (20)
Proved the existence and controllability results for fractional integro-differential equations with
impulsive and nonlocal conditions. In this work, we study the existence of the fractional
impulsive mixed — type integro-differential partial equation with neutral infinite delay and
nonlocal conditions in Banach spaces established using fractional calculus, a semigroup of
operators and krasnoselskii's fixed point theorem with the sum of completely continuous and
contractive operators for the first time.

1. Main results

Let X and U be a pair of real Banach spaces, with norms |- | and||-||, respectively. Considering

the existance of the fractional impulsive mixed-type integro-differential partial functional
equation with neutral infinite delay and nonlocal conditions.

D “[Ex (1) = g (t,x )]+ (Ax)(t) = (Bu)(t) + T (t.x, [h(s,z,x )d e [k(s,z.x )d ) (59

ted =[0,b], t=t , k=12,., m.0<a<1.

(2.2)
Ax| =1 (xt), k=12..m. 23)
x(0)+g(x)=¢, $<B,. 2.4)

where as the state x (-) belongs to Banach space X and the control function u (-) take

the value in a Banach space L*(J ,U ) of admissible control functions. Let A be a linear bounded
operator with D (A) <= X and B :U — X isa linear bounded control operator from U into

X, where Ax L:lk defined by :
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Ax| =x(t)-x(t)) for all

t=t,

k =1,2,...,.m,0<t <t <t,<..<t <t =b,with x (t"), x (t ) representing the right

+1

and left limit of x at t , respectively, g :B, — X isa given function.
Let x (.) denote x (8)=x (t +0), 6 e (-x,0].

and

The domain D (E) of E becomes a Banach space with norm |x = (1=

D (E X

C(E)=C ([-»,0]:D (E)).

The following hypotheses of B, constriction needed in description of piecewise continuous
space PC((-«,0],X), see(24).

i. V :(-©,0]— (0,+) is a continuous function satisfy ¢ = [V (t)dt < +oo. The

-0

Banach space (B, .|| ) induced by the functionv is defined as follows

B, ={¢:(-»,0] > X : bounded and measurable function on [-c,0] and

H(p . = [V (s)sup,_,_, q)(@)‘ds}.

i. Let B,,={@:(-»2,b]> X ¢, €eC (I, . x), k =0,1,2,.,n and there existy (t )

and () with pt,)=9( ), 9, =¢(0)+g(p)=¢pcB, yWherep, is the

restriction of ¢ to J,,3,=[0.t,], J, =(t,.t, ], k =1,2,..,n. Denote by |.

k

a
By -

seminorm in space B, as follows [

o

By

@, (s)

gjk :Supsejk

B,.={p eB,. 0=¢ eBv withnorm ngHB = max ‘q:(s)‘;s €[0,b]}.
Definition (2.1), (25):

A real function f (t) is said to be in the space C , a € R, if there exists real number
p > «, suchthat: f (t)=t"g(t), where g €C [0,») and it is said to be in the space C " if

f(")eCa, neN .
Definition (2.2), (25):

If the function f (t)eC " and n is positive integer, then we can define the fraction
derivative of f (t) in the caputo sense as
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d af (t) 1 I n-a-1 (n)
= [(t=s) " f (s)ds, n-1<a<n.
dt” F'(n-a)s

If 0<a <1 then

d f(t)z ! j re) ds,wheref’(s)zdf (s)

dt” Fl-—a),(t—-5s) ds
with values in X .

and f is an abstract function

Now we recall some definitions and properties which important to help our problem.
Definition (2.3),(7 ):

The fractional integral of order « > 0 of a function f e C ([0,1]) is given by :

| “f (t) = ! j ) ds,t > 0.

T(a)o(t-5)"

Now, we need the following definition and lemmas in order to prove main theorem(2.1) later on.
Lemma (2.1 ):(24):
For ¢, >0 and f asa suitable function, we have:

LT @)y=1"“""7f (t).

i L1 fF @)=1"17¢F (t).

. 1 (f )+g@))=1"F @)+1"g().

iv. 1°°D“f(t)=f(@t)-f(0), O0<a <1.
D1 f(t)=f(t).

Vi Df@t)=1""Df t)=1""F'(t), O<a <1.
D “
D “

Cc

[

vii. ‘D7 (t)= D (t).

[

viii. D f (@)D’ ‘D” f(t).
Lemma( 2.2),"" Arezola-Ascoli's theorem™,(5):
Let ¥ < C ([a,b];X ) be aset satisfy :

M Forany t e [a,b],{f (t),f e ‘P }isrelatively compact in X.
(i) ¥ is equicontinous on [a,b] .
Then ¥ is a relatively compact subset of C ([a,b]; X ).
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Remark ( 2.1), (21):

The Arzela-Ascoli theorem is the key to the following result Asubset F of C (X) is
compact if and only if it is closed bounded and equicontinuous.

Lemma (2.3),""Krasnoselskii's fixed point theorem*,(21):

Let M be a closed convex non-empty subset of a Banach space (X ,|||) . Suppose that A and

B maps M into X , such that the following hypotheses are satisfied.

. (Ax +By)eM, Vx,yeM .
ii. A iscontinuousand A (M ) is contained in a compact set.

iii. B is a contraction with constant « < 1. Thenthereisa x e M with Ax + Bx = x .
Lemma (2.4),(16):

Assume x e B thent e J,x, e B, moreover *|[x (t)[ < [

V4
o+ Lsup )]

Definition (2.4):
A function x :(-o,b]— X is called a mild solution of the problem (1-4) if
Xx(0)+g{t)=¢c B, , the impulsive condition Ax Lt =1, (x(t))), k =1,2,....,m is

verified, the restriction of x (-) to the interval J =1t .t 1 is continuous and the following
integral equation holds fort € J =[0,b].

a-1

x(t):E'lg(t,xt)— 3 jE 'AE (t, —s) g (s,x )ds

0{)0t<t1 X

t -1 ty

+ [ETAE “(t-s)""g(s.x,)ds + > [ (t,=s)" T (t, —s)Bu(s)ds
1—‘(0!)1k F(a)0<t<t11
: D j(t—s) T (t-s)Bu(s)ds +E T (t)Ex (0)-E T (t)g (0,x,)
1—‘(0!)01«t
> j(t T (t, —s)f (s,xs,jh(s,r,xr)dr,jk(s,r,xr)ds)
F(a)tm <ty | 0 0
+ 1tj(t—s)“T(t—s)f(sx J‘h(s:-x)dz-jk(er)dr)\
F )

+3 E T (t —t)EIl, (x (t,)).

O<t, <t
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To investigate the existence of system (2.1)-(2.4), we assume the following conditions
that which needed in theorem(2.1):

A:D(A)cX »> X and E:D(E)c X — X are closed linear operators and
D(E)c D (A)E isbijectiveand E ":X — D (E) iscompact, [23].
2. T (t)<m form >1 wheret=>0.

3. g:JxB, > X and there exist positive constants L ,L, L L, such that

)i

[AE T (t,~s)g(s.4)~AE T (t,~5)g(s.4,)

ot o) -9t o)<t (o -af, ~Fk -t

2

+

BV

S|‘2(¢1_¢2 t1_t2

).

L, :sup‘g (t,O)‘, L, = sup ‘AE T (t-s)g(s,0)
tel (t,s)eA

4, f :J xB, xX xX — X and there exists positive K ,K , such that

‘f (t1’¢1'y1’y1’)_f (t2'¢z’y2'y2')

SKl( +

+|[1_t2

5. h:AxB, > X , whereA ={(t,s):0<s <t <b}.equipped with positive constants

R I R N o R ),K2=SUP\g(t,0,0,0)\-
v teld

9., 9, z,and z, satisfying

h(t,s.0)-h(t,s.0)| <o, (Jo.- 0], +t-t]) ¢, =sup|pc.s0].
(t.s)eA

i [k t,.s.0)-kt,s.8)]|< 2, (|6, -a], +1-t.]) z,=sup |nct.s,0].
‘ (t,s)eh

B

6. I,:X —— X,

L(x,)—1,(x,) . |1, (0= p,. where constant

y, >0, B, >0, k =1,2,..m.

S}/k X, =X,

7. Let:
LN = b M m ‘E Sk (rr+b (o p,) ve(zr v 2,)) k]
I'la +1)
+ b M, E’1[kl(r’+b((p1r”+(pz)+c(zlr"+zz))+kz]
' +1)
MY (a, (r+ M [#0) - h(x (0)])+B )+baMlm\ ek
10<tk<'[ ‘ ' ‘ F(Ol + 1) ! 2
ball\/l1 1 * * -1 -1
E 'k k. +M _[E L L E Lr'+L
T+ eem BT 1¢HBV+ )+‘ (L)
b“m
E '|(lLr"+L E '|(lLr"+L,|)<
+F(a+1)‘ (JLar 4)+F(a+1)‘ ‘(‘ AU
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Where : r' =

6 —g(x)]),

¢ +L(r+M1

By

n

r

=l +lO+E T OEG-gx))|

ii. [Bu(s)|<|B|ju|<k k, where k' Kk arepositive constants.

(

b“L
8. 7/:LL1 :

I'(a +1)

-1

E

+

(m +1)Jf<1.

Let B, ={¢e B, : H¢HB < r} forsome r > 0 then B for is a bounded closed convex

subset in X.
Definition (2.6):

Let x (t) =y (t)+4(t), andfor 4 < B, , we define 4 by
~ [ p(t) for te (-o,0]
$(t) =4 )
T M)E(p-g(x)) for tel.

Theorem (2.1):

If the problem formulation (1)-(4)

b

D “[Ex (t) - g (t,x )]+ (Ax)(t) = (Bu)(t) +f (t,x, [h(s.z.x )z, [k(s,7,x )dr)

tel =[0,b], t=t, k =1,2,..,m.

k

AXL =1, (x(t)), k=12,.,m.

Xx(0)+g(x)=¢, $eB,,
Satisfied the conditions (1-9) has a mild solution ( 2.4).
Proof:
It suffices to show that the operator @ defined as follow
(Qx)(t)=¢(t), t e (-»,0]

1

(Qx)(t)=E "[g(t.x)+T (t)E (4 -9g(x))+g(0,4)]

t

! 3 j (t, =s)“ T (t, —s)(Bu)(s)ds + [ (t ~s)"T (t, —s)Bu(s)ds
F(a)0<tk<tt“ r(a)t

+

k
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t b

Y [t =) TE T (t, -s) (s,y,+4,.[h(s.ty +4)dr [k (s,r,yr+¢:)dr)\ds
F(a)0<lk<ttk71 0 J

+

0

+ [(t=s)TE T (t-s) (s,y, +¢1,Ih(s,r,yr+¢:)dr,fk(s,r,yr+¢:)dr)}ds

[ ().,

3 I (t, —s)"E TAE T (t, —s)g (s,x,)ds
r (06) o<ty <ty

+

- [(t=s)"EAE T (t -s)g(s,x,)ds

I(a):

+ Y ET (t—tk)Elk(y(t;)+J(tk‘)),teJ

O<t, <t

has fixed point x (-) from which it follows that this fixed point is a mild solution of the system
(2.1)-(2.4).

Define the operators T and ¢ by:

0 te(-,0]

‘“ R ( . A
t, - E T (t -s)f , (h(s.z, dr.
F(a)o;‘q,kjl(k s) ] (t,—s) Ls .+, { (s,7,y, +¢)dr

b t

[k(s.zy . +¢”T)drjds +

0

a-1 —lr
(t-s) E T (t-5)
F(a)tJ; ]

[
I
|
|
|
|
I ( ) ; )
(Cy)(t) =] f leys+¢s'£h(slf’yf+¢,)df’£k(SvT'nyf‘/jf)dTst
| .
I +Y E T (-t )ElI (y(,)+a(t,))
|
|
|
|
|
L

ty

+ [ (t, =s)"E T (t, —s)(Bu)(s)ds

r (a) O<ty <ty

t

+ j(t-s)“E*Lr (t —s)(Bu)(s)ds, whereteld.

I(a):
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0 t e (-»,0]

E*[mnw+é)ﬂwwEw—dw +6))+9(0.9)]

(Gy)(t) = ¥ j(t ~s)"'E CAET (t, —s)g (s.y, + ¢,)ds
F(O,’)Ot <ty
, j(t—s)“E*AET(t—s)g(s,ysﬂﬁs)ds, teld.
[(a):

Obviously, the operator Q has a fixed point if and only if the operator ' + ¢ has a fixed point,
we shown that (r' +6), < B , (V4,.4,cB ,impliesthat T'g, + 04, < B ). Itis easy from
hypotheses (1-7) and lemma (2.4) , we get

0(1 -1

kr¢m>+w¢xn\

f (Sv¢1s +¢1,

Ottt1

b

[hs.7.¢, +4.)dz,[k (s.7.9, +¢)dz)-f (s,0,0,0)+f (s,0,0,0)|ds

-1

t— al
F(a)tj( )

f (s,¢1s +4,.[h(s.t.4, +4)dr,

b

[k(s.7.¢, +¢)dz)-f (5,0,0,0)+f (5,0,0,0)|ds

vy e DA 1,0+ 1, (0)

> fa —5)"

F(a)ot <ty

‘ds +

1 |
[(t-5)"M lds
),

+M1

E *|lo (0.9)-9(0,0)+ g (0,0)+]E

Yos, +4)-d0)+ g0

z J-(t _S)a1

F(a)OI <t

AE T (t, -s)

t

[ -s)"E

[ (a),

-1

g(s,0)+AE T (t -s)g(t,0)

ds +

AE T (t—s)g(s,¢25+¢s)—AE’JT (t-s)g(s,0)+AE T (t-s)g(t,0)ds
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S Mpbm E- \ ‘(¢ +¢—0)‘ jh(srqﬁ +4)- 0dr+jk(sr¢ +4)- olar |
I'a +1) J
+k —|+ M b~ k‘El‘l—(‘(gb +¢§)—0‘+}h(3r¢ +¢)-0ldr
] r@+1) H b A
; . \ | . .
jk(s,r,¢1,+¢,)—0dTJ+k2J+'V'IMZJE I |(e, o, e+ ) - 0]+ 5,)
Lb'Mm ‘E,l‘k:kﬁ e k) v M JEC H ol -t ‘E \‘ H¢ +¢H
I'(a +1) I'(ax +1)
FL |+ ‘E gl H"’%“’%H fL |+ E “ ‘¢ +¢H +L‘
I'la +1) By I'la +1)

b” b v A
lli/l(ab+nl])‘E ukltgéls‘-k‘@‘*_

<

[h(s.,z.¢ +¢)—h(s,z,0)+h(s,7,0)

+k2\+ kl‘Efl‘
J I' e +1)

+[[k(s.7. 9, +¢)-k(s,7,0)+k(s,7,0)

[h(s.z.4, +4)—h(s.7,0)+h(s,z,0)+

[k(s.z.4, +4,)

-

—k(s,z,0)+ k (s,z,0)

]+ k2}+ M, > [E e, ‘¢l(t[)+¢5(t£)‘+ A,

O e B i, - el
e e =g (o |+ ) - 1 (o |+ i) v
IN(a +1) I'l(a +1)
<22 e (o] + o T 0E@-g00)]
I'(a +1)
i |+ o, |+ |2 3 +Zz)+k2}
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\E \rk (H¢ H L)+ E T OE (- (x))|
I'(« +1)

kz}

T+¢72+Z T+Zz)+

+M ¥ ‘E 71HE Hak (H¢1(tkf)H+ ‘qﬁ(t;) +E T (t)E (¢ - g (x ))‘)Jr ﬂk‘

e Pk kM JE H Jel, 1,

I'la +1)

‘Ll(Hqﬁ |, e 0E - g(x))\+L‘

LA (o], +le T OE@ -G,

Efufle. ], <l rETOE@-go)L,

oMm E 1‘{k1( MBV fL(r+M |p-

lou(le.|

Hp)+ BT (E (6 - g 0))|+ 0,

ele(lo. ] o+ T OE@-goo]|+e,

J+k2

| |

o~ ‘rk (H¢ H FL(r+ M,

I'la +1)

e+ E T (E (- g 0|+ 0,

el ] o+ T OE@-g0n]+z,

JW}

3 e e e om0
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. b "m ‘Efl L2[¢2 +L(r+M1(¢—g~(X)))+L4)
I'a +1) "By
+ b ‘Efl L2[¢2 +L(r+M1(¢—g~(X)))+L4)
I'la +1) "By
b“M m | |
L |E k (r'+b r”+ +c(z.r"+z + k
l"(a+1)‘ |: 1( (gol (pz) ( 1 2)) 2:|
b“M
L Mk (r'+b(pr"+ +c(zr"+z. ))+k
F(O{+1) |: 1( ((pl (02) ( 1 2)) 2:|
M z( ( b“Mlm ‘Eflk*k*
+ +
1O<tk <t ‘ “ F(Ol + 1) ' ’
b“M
" : ol )+ B L)
I'a +1) B
b“m “
+ E "[(lL.r"+L |)+ E Lr"+L [)=N <r
F(a+1)‘ (I ) F(a+1)‘ ‘(‘ o)

then condition (i) in lemma (2.3 ) is verified.

Next, we shall show that I is an equicontinuous for y e B, ,0,,0,eJ and 0<s, <s, <h,
we have that

3 j(t ~8) T (t, —s)+ j(s ~$)“T (s, -s)

aOtttl F(at

.
(Ty)(s,) — (Ty)(s,)|< {

-1 -1

1
t, —s)" T (t, -s)- (s,-s) T (s,-s)
F(Ol)otzttj1 r(a)tj J

f{sy+¢ jh(STy +¢)drjk(31y +¢)dr)}ds+ZE]T(s JE

0<t, <t

-1

3 jk(tk—s)“']'l' (tk—s)+ j(e—s) T (6,-5)
() o, <ty () t,

- [ E
I (y (tk_)+¢(tk_))+L

-1 -1

]
t, —s) T (t, —s)- 6,-s) T (0, -
r(a)o?ﬁ} 97T e T V]
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(Bu)(s)ds— 3 E T (s, -t )EI, (y(t,)+¢(,))

o<t <t

1 [((s,-8)" "E T (s,-8)-(s,-8) E T (s,-s)+(s,-s)ET (sz—s))—|
LF(a)I J
[ . s R b N \ |—
f Ls,ys+¢S,jh(s,r,yr+¢T)dr,jk(s,r,yr+¢T)dr)J(s)ds— j(s -s)"
0 ] L ra);

E T (sz—s)+f(sz—5)a_lE_]T (SZ—S)}c {S,ys+¢As,Ih(S,TvY,+¢A,)d 7,

-t )-T (s,

(1, & @)+ o))

O<t, <t

jk(s Ly +¢)dr)}(s)ds+ > e

+F (s,-8) E T (s,-s)—(s,-8) E T(s,-s)+(s,-s) E T(s,-5s) —|Bu(s)ds
_[( 1 1 2 1 2 )
[r(a)t |
. 1 cig ]
J'(s ~s)"E T (s, —s)+ [(s,=s)""E T (s,—s)|Bu(s)ds
LF(a)t (), J
(s,-s)"|E +l(s, =) T+ (s,-s)|[E
“ );( |

-1

(kl(r'+b((plr"+(p2)+c(zlr"+zz)+kz)ds +

E|(k,(r b (o + 0,)

I'(a +1)

+e(z,r"+z,)+k,)(s,-s)" + 3 ‘E’l

O<t, <t

[(G, - s)IE

[ 1
V!

T (s, - s)Pk Tk ds +

(ak(r+-M1

M( S)‘El
I'la +1)

tles, —s) e s, ) |E Kk, 0
By hypotheses (1 - 6) and lemma (2.4) and the compactness of the semigroup T (t) for

t > 0 which implies the continuity in the uniform operator topology, the right-hand side tends to
zero as 6, > 0, — 0. And hence I'B is equicontinuous. For the case 6 <6¢,<0 or

0, < 0 < 0, is very simple, the proof is omitted.

101



Wasit Journal for Science & Medicine 2015: 8(2): (89 -106)

We show that I'B | is precompact as follows:

Let 0 <t <b befixedand0 < & <t .For y B, ,we define

ty

(rY )= [, -s)E T (t, —s)f (sY + 4, J'h(SrY +4)dr
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Since T (t) is a compact operator, the setY (t) ={(I' y )(t):y e B }is a relatively

in X , for every ¢  0<e<t.Moreover, for every yeB , we have

1 [_ ty . . t-¢ o )
that|(Ty )(t) - (I _y )(t)| < )LZ [(t, =) E T (t, -s)+ [(t-s)""E T (t-s)
[94 O<tk<t(k71 ty

1 a-1 _]
+j(t—s) ET@t-s)- Y j(t -s)"E T (t, —s)—j(t—s) E]T(t—s)J

o<t <ty

f |(S,YS+¢:,jh(s,r,YT+¢:)dr,jk(s,r,YT+¢:)erds
k 0 0

+

1|l
S o[, -s)TE Tt —-s)+ [(t-s)TE T (t-s)
F(Q)Lﬂt t1J‘1 I

+j(t—s)‘“E Tt-s)- % j(t -s)E T (t, -5s)

t, <t
0< t

102



Wasit Journal for Science & Medicine 2015: 8(2): (89 -106)

ds|(Bu)(s)|
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Thus,

1
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Therefor as :

e —> 0 .Thesets {(I' .y )(t):y B }forevery ¢ > 0 are precompact close to
the set {(I'y )(t):y e B }isprecompactin X . Also I'B  is uniformly bounded.
From lemma (2.2 ), we get closure of I'B  is compact.

Now, we shown that the operator T is continuous as follows:
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For & > 0, there exists & (¢) > 0 such that

< ¢ . Thus the

Bv

6 -9, H < & implies HF ¢, -Tg,

operator T is continuous and from above details, we have that is completely continuous which
satisfies condition lemma (2.3) (ii).

Now, We show that ¢ is a contraction with constant y as follows. We have
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By hypotheses (3-8), and thus operator ¢ is a contractive operator. Therefore, all the
conditions of Krasnoselskii's fixed point theorem are satisfied and thus operator I + & has a
fixed point in B . From this it follows that operator Q has a fixed point and hence system (1-4)
has a mild solution on J.

Conclusions

Sufficient conditions for the existence of The Fractional Impulsive Mixed-Type Integro-
Differential Partial Equation with Neutral Infinite Delay and Nonlocal Conditions in a Banach
space have been presented in details of Krasnoselskii's fixed point theorem supported by
dynamical definition of semigroup operators.
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