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Abstract

This paper presents a proposed method to compress images using two polynomials
with different models based on the value of block pixels variance. These two polynomials
are chosen from different set of models, which give low number of coefficients and
preserve the quality of image as much as possible. This procedure of adaptive fitting
ensures that the number of coefficients for each block is as the minimum as possible
depending on the value of block variance. After applying multi-level of scalar
guantization and Huffman encoding to polynomials coefficients for each block of image
and testing different variance thresholds; mean square error (MSE), peak signal to noise
ratio (PSNR), processing time, and compression ratio (CR) are evaluated for two types of
images (color and gray scales) and for different block sizes (4x4 and 8x8 pixels).
Computer results showed that the proposed method gives an acceptable compression ratio
and image quality compared with non-adaptive fitting. For 4x4-block size, there is an
improvement in PSNR (25.19 dB) compared with nonlinear polynomial case (25.08 dB).
In addition, CR (7.45) is better than both cases (7.11 for linear and 5.56 for nonlinear
polynomial case). The results showed that the suggested method of adaptive polynomial
fitting is more suitable for gray scale images (including handwriting images).
Keywords: Digital image processing, image compression, polynomial fitting, surface
fitting
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INTRODUCTION

ue to growing of the visual information, it became very important to compress

images or video, which leads to an efficient use of media storage and permits fast

transmission. From the point of view of storage, gray scale images require 8-bit
for each pixel, while color images requires 24-bit (three channels). For grayscale image
(256x256), this means the uncompressed image requires 256x256x8 = 524288 bits, while
256x256x24 =1572864 bits for color image. Moreover, from the point of view of
bandwidth, the size of uncompressed image requires high bandwidth with low transfer
rate. That is why the compression process plays an important role in dealing with multi
media. Recently, many algorithms for image compression have been developed which
based on block, pixel, band, or region of image, which depended on the fact that there is
high correlation among neighboring image pixels values. This property of high-
correlation means any image that contains high redundant information [1]. These
techniques of image compression are either reversible (lossless) or irreversible (some of
image information are lost) process.
o In lossless compression algorithms, the original image is recovered from the
compressed image without losses any information. They use statistical methods to
minimize (or eliminate) the redundancy [2]. Most of applications that need accurate
requirements such as medical imaging use lossless compression techniques. These
techniques include run length encoding [3], Huffman encoding [4], Lempel-Ziv—Welch
(LZW) coding [5], and area coding [6].
° Lossy compression algorithms give higher compression ratios than lossless
algorithms. They are widely used in most applications when the quality of images is not
the mean issue. These techniques include: transformation coding (such as discrete Fourier
transform (DFT), discrete cosine transform (DCT), and discrete wavelet transform
(DWT)) [7-9], vector quantization, fractal coding, block truncation coding (BTC), and
subband coding [10].

Neural networks have also been used for compressing process, but they have low
compression ratio [11]. A compression technique has also been proposed which combines
fuzzy logic with Huffman coding [12] but required high processing time. Other
compression techniques are Interpolation and surface fitting. All image interpolation
methods involve fitting missing pixels to some sample structure learnt from the low-
resolution image [13]. Surface fitting method uses single polynomial (first-order or
second order) that fits the values of blocks pixels and transmits only the coefficients of
the polynomial for each block [14, 15]. Regardless of compression algorithm used, the
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compression process in general tries to reduce the size of uncompressed image as
minimum as possible while maintaining the quality of reconstructed image as closed as
original image. Various parameters are used to test the performance of image
compression process such as mean squared error (MSE), peak signal to noise ratio
(PSNR), and compression ratio (CR). For an mxn image, the MSE is the cumulative
squared error between uncompressed (original) image f(i,j) and the reconstructed
(approximated version) image g(i,j) wherei = 1,2...mand j = 1,2 ...n and defined by
[16]:

1 . ..
MSE = — 3%, Xjn4 (L)) — gl - (D)
PSNR is also used as a measure of quality of reconstructed image and defined as:
b_
PSNR = 20 logy, [jﬁ] (2

Where
b is pixel depth in bits (for grayscale, b = 8 bits). Low MSE and high PSNR means
better compression scheme. Another parameter is compression ratio, which is defined as:

uncompressed image
CR = pressed imag 3)
compressed image

In this paper, a proposed method uses surface fitting adaptively to compress the image.
Instead of single polynomial, which is used in the traditional surface fitting, two
polynomials will be used for whole image while just one of them is used for each block
depending upon the variance of pixels values of that block.

Non-adaptive surface fitting

In surface fitting (or polynomial fitting), it is considered that image information in 2D
matrix form, and be constructed of m rows and n columns. Each element of this matrix
represents the pixel value (from 0 to 255 in grayscale). This image is divided to non-
overlapping blocks (such as 4x4 or 8x8 pixels), and the following polynomial applies to
each block [17].

P(x,y) = po + P1X + oy + P3x? + pay? + -+ pe_1 X + psy* ... (4)

Where

Po,P1, -, Ps are the polynomial coefficients and k is the order of polynomial. The
coefficients are calculated such that the MSE is minimized for each block. A simplified
application of first order polynomial fitting was used in [14]. After extracting the
coefficients, the quantization and coding process (such as Huffman coding) are applied to
minimize the bits-representation of coefficients. High-order polynomial means low MSE
and gives good image quality. However, in the same time gives low compression ratio
due to increasing in the number of coefficients. In the case of low-order polynomial (such
as first-order) gives high compression ratio but low image quality. In general, fitting by
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high-order polynomials increases the time processing to compress the image, compared
to the first-order polynomial. This paper will test the following two polynomials (first-
order and second-order) for comparison with the proposed method.

P(x,y) = po + p1x + P2y .. (5)

P(x,y) = po + p1x + D2y + p3x” + puy? .. (6)

Both polynomials will apply separately to the same color image (Kahramana 128x256)
for different block sizes (4x4 and 8x8) as in the following steps:
Step.1: the splitting the color image into three channels (red, green, and blue) as shown in
Figure.l.
Step.2: For each channel, the matrix is divided into 4x4 blocks.
Step.3: For each block, first-order polynomial (eq.5) is applied and the three coefficients
are calculated.
Step.4: These coefficients (except p, ) are quantized using uniform quantizer which has
25 levels (which means each coefficient will take 5 bits).
Step.5: For additional minimization of the bit-representation of coefficients, Huffman
coding is applied to encode the coefficients values according to the probability of
occurrence of the coefficient.
The same steps are applied for block size 8x8 and for second-order polynomial (eq.6).
For decompression process, each block is constructed (16 points for case 4x4-block) from
its own coefficients and the final image is reconstructed from all blocks. The compression
time is evaluated for each case and the parameters (egs.1-3) are calculated using
MATLAB (R2014a) program.

Figure.(1) original image (Kahramana 128x256) splitting into three channels

Sample calculations for coefficients of first-order and second-order polynomials (eq.5
and eq.6) and for both cases 4x4 and 8x8 block size, can be shown in Figure.2 and
Figure.3 for randomly selected blocks.
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Figure(2) Polynomial fitting and pixels extraction for 4x4 block size
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Figure(3) Polynomial fitting and pixels extraction for 8x8 block size
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The results can be shown in Table.1.

Tabele(1) First and Secondorder Surfaces Fitting

Polynomial Block MSE PSNR CR | Compression Reconstructed
. (dB) Time per Blk Image
Size
(sec)
First-order 4x4 22581 2459 711 0.018
(eq.5)
8x8 474.58 2136 28.44 0.036
Second-order 4x4 134.10 26.85 4.26 0.042
(eq.6)
8x8 371.05 2243 17.06 0.045

The results in Table.1 show clearly that there is a big gap between compression ratio
and the quality of image. In the case of first-order polynomial and 8x8-block size, there is
high compression ratio (about 28.44) but at the expanse of image quality (PSNR=21.36
dB). While in the case of second-order polynomial and 4x4-block size used, the image
quality is more acceptable (PSNR=26.85 dB) but has less compression ratio (about 4.26).

Adaptive polynomial fitting (proposed method)

It is clear that there is a big gap between the compression ratio and the quality of image
in the traditional surface fitting. The reason of this gap is that the non-adaptive surface
fitting uses only a single polynomial for the whole blocks of the image regardless what
the type of each block (high correlated or low correlated). In the proposed method,
compression ratio and the quality of image will be compromised by using two different
polynomials depending on the value of block variance. The flow chart for compression
process of the proposed method can be shown in figure.4
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Figure (4) Compression process of the proposed method

Selection of polynomials

The proposed method in this paper will treat the blocks of the image separately
depending on the variance of the block. Any block that has low variance, will be fitted
using the standard first-order polynomial (eq.5). While any block that has high variance,
will be fitted by the following modified polynomial:

P(x,y) = po + p1x + D2y + p3xy (1)

This type of modified polynomial avoids using high-order (and hence avoids more
coefficients used) just to keep the compression ratio at acceptable level. The term
(psxy ) was added to the polynomial (eq.5) just to give the fitting process some of non-
linearity behavior. This non-linearity leads to an improvement in reconstructed image
quality for the blocks that have high variance values (at the expanse of increasing the
number of coefficients by one compared with the first polynomial).

Selection of variance threshold
The variance ( ?) of pixels values in each block is defined as the average of the squared
differences from the mean and calculated as following [18]

2 _ YN Afi—ul?
= s ... (8)

g

Where
f; is i-th pixel value (0 ~ 255), u is the mean value of all pixels values in the block, and
N is the block size (16 for the 4x4-block, and 64 for the 8x8-block). Figure.5 shows the
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variance (y-axis) of all 4x4 blocks (x-axis is block number) in all channels (R, G, and B)
in the original image (Kahramana 128x256)
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Figure(5) Variance of all channels in original image

In Figure.5, the number of 4x4 blocks in each channel is 2048. The maximum value of
the variance is 8159 and the minimum value is 0.1625. It is clear that the variance is low
when the pixels in a block are high-correlated and the variance is high when the pixels
are low-correlated. As mentioned in previous section the selection of type of polynomial
(linear or non-linear) will be based on the value of variance of the processed block. This
block variance must be compared with a reference value (threshold). Selecting low
threshold means the majority of blocks will be fitted by non-linear polynomial and hence
results more coefficients and lower CR, while selecting high threshold means the
majority of blocks will be fitted by linear polynomial and hence results lower image
guality. Therefore, the optimum threshold in the proposed method will be selected to get
a trade-off between CR and image quality. Table.2 shows the effect of choosing the
threshold on the values of MSE, PSNR, and CR.

Table (2) Selection of Variance Threshold for 4X4 blocks

Av. No.of | Av. No. of No. of total
Threshold linear non-linear coe ff;cients /Ch MSE PSNR(dB) CR

blocks/Ch. | blocks/Ch. T
0 0 2048 8192 201.492 25.088 4.010
1 64 1984 8128 201.492 25.088 4.029
2 130 1918 8062 201.494 25.088 4.068
3 190 1858 8002 201.498 25.088 4.097
10 382 1666 7810 201.540 25.087 4.205
20 515 1533 7677 201.622 25.085 4.292
30 621 1427 7571 201.716 25.083 4.358
40 649 1399 7543 201.802 25.081 4.403
50 762 1286 7430 201.888 25.079 4.443
60 831 1217 7361 201.967 25.078 4.480
70 886 1162 7306 202.055 25.076 4.511
80 929 1119 7263 202.138 25.074 4.540
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Selection of quantization levels

The effect of selection of quantization levels (like the selection of variance threshold)
will control the image quality and CR. More quantization levels means better quality but
low CR, while less quantization levels means high CR but at the expanse of image
quality. Table.3 shows the behavior of the coefficients for randomly selected blocks from
the previous test (Table.2).

Table (3) Randomly Selected Coefficients

Coefficients of linear polynomial Coefficients of non-linear polynomial
P(x.y) = po +p1x + P2y P(x,y) = po + p1x + P2y + p3xy
Po P1 p2 Po P1 P2 P3
219.0000 -0.5500 1.7000 226.7500 | -3.6500 -1.4000 1.2400
2253125 -2.1250 2.0250 233.0000 | -5.2000 -1.0500 1.2300
233.3750 -3.0000 0.2000 240.7500 | -5.9500 -2.7500 1.1800

In Table.3, it is clear that the first coefficient (py) in both polynomials has high
priority than the rest of coefficients. So the coefficient p, will be truncated by only
removing the four LSB during compression process then padding four zeros in
decompression process, while others coefficients (which have smaller values) will be
rounded and quantized by using 5-bits. The step size (A) between any two-quantization
levels is evaluated according to the following equation [18]:

__ IMax Coef ficient—Min Coef ficient|

A = ... (9)

Applying Huffman encoding

To increase CR further, Huffman encoding algorithm will be applied to the quantized
coefficients. This process will not affect the image quality; it just minimizes the bit
representation of the quantized coefficients. The Huffmann encoding is an optimum
coding in the sense that no other uniquely decodable set of code words has a smaller
average code-word length for a given source. The Huffmann encoding algorithm works
as follows [18]:
1. The quantized coefficients are arranged in the descending order
2. The quantized coefficients of least probabilities are regarded as being combined into a
new symbol with probability equal to the sum of the two original probabilities. The
probability of the new symbol is placed in the list in accordance with its value.
3. The procedure is repeated until the final list of symbols. Symbol of only two for which
a ‘0’ and a ‘1 “are assigned. The code for each symbol is found by working backward and
tracing the sequence of Os and 1s assigned to that symbol as well as its successor.
Figure.6 shows a simple example to encode 5 quantized coefficients.
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quantized Step 1 Final Step 2 Step 3 Step 4
coefficient Codes
Prob.(Ci)
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Figure (6) Huffman encoding Process

In decompression process, every symbol in coded string can be decoded by examining
this string from right to left and obtaining the original quantized coefficients. Figure.7
shows the block diagram of the decompression process for proposed method.

v

Read compressed Matrix | _______
1 .

Perform Huffman decoding to Original Image f (i, j)
the encoded string

'

Perform inverse Quantization MSE > PSNR )
to obtain the coefficients
i i
¢ | ] ]
[

Perform adaptive polynomial Reassemble blocks to obtain 3
calculation to obtain pixels channels reconstructed image
values for each block g(i, )

Figure(7) Block diagram of Decompression process for the proposed method

Results

MATLAB (R2014a) m-files implementations have been carried out for both types of
images color and grayscale (including handwriting image) and for two different block
size (4x4 and 8x8). These results are compared with non-adaptive surface fitting method
based on MSE, PSNR, and CR. The model of linear polynomial (eq.5) used MATLAB
function library (poly11), while the model of modified non-linear polynomial (eq.7) used
a custom model as shown in Table.4
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Table (4) Polynomials models and related Matlab functions

Polynomial Type MATLAB Function
P(x,y) = po + P1x + P2y surffit = fit([x.y]. 2, 'poly11)
P=fittype (@ (3. b, ¢ d x y) a+b*x+c'y+d"x "y, independent. {x. ¥’}
P(x,y) = po +P1x + P2y dependent, z)
T3y surffit = fit([x,y),z P,'StartPoint’,[1,1,1,1])

Figure.8 shows the behavior of both polynomials (eq. 5 and 7) for randomly selected 4x4-
block of the original image.

218 | 221 | 221 | 221 | .
223 | 225|225 | 224 | = - .

223 | 225 | 226 | 225 | .

210 | 217 | 221 | 225 e ) x]

(a) (b) (c) (d)
Figure (8) shows the behaviore of linear and non-lineare polynomials (a) randomly

selected 4X4 —block,(b) 3D Surface of original pixels, (c) fitting of Linear
polynomial, (d) fitting of non-linear polynomial

As mentioned in section 3.2, the optimum variance threshold will be selected to get a
trade-off between CR and image quality. Figure.9 shows the working range of variance
threshold for the data in table.2.

4.55 T : T T 2022
a5 2021
445 [ --ooooodiooiioo 202

Improvement in
| image quality

201.9
201.8
-H201.7

201.6

d‘I?CH 5

Variance

Figure (9) the working range of variance threshold

It is clear that there is a compromise between CR and MSE. Low threshold can be used
for applications that seek for high image quality, while high threshold can be used for
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applications that seek for high compression ratio. Table.5 shows the results of non-
adaptive fitting and the proposed method against JPG compression method for the
following parameters:

° Color Image 256x128 (uncompressed size=256*128*3*8=786432 bits).

° Non-overlapped 4x4 and 8x8 block sizes.

o The value 40 has been taken as a variance threshold.

. 5-bit uniform quantization for coefficients p, , p, and p; has been performed

using MATLAB function imquantize ( ), while coefficient p, in proposed method has
been truncated by removing the four LSB during compression process then padding four
zeros in decompression process.

. The Huffman encoding and decoding have been performed using the functions
mat2huff () and huff2mat () which have been described in [16].
. The calculation of processing time for a block compression has been performed

by using the MATLAB commands (tic-toc).

It is clear that from Table.5 the proposed method has a trade-off between PSNR and CR.
For 4x4-block size, an improvement in PSNR (25.19 dB) is compared with nonlinear
polynomial case (25.08 dB).

Table.(5) Results of non-adaptive fitting and proposed method against JPG
compression

Blk PSNRE Compressi Compression
Compression MSE d-B on size CR Time per Blk Reconstructed Image
Method e Size (e} (bit) (sec)
¥pe
Linear 4x4 | 225.81 | 24.59 110592 7.11 0.015
polynomial
eq.-
(ea-5) 8x8 | 474.58 | 21.36 27648 28.44 0.031
Non
adaptive
fitting
. 4x4 | 201.49 | 25.08 141312 5.56 0.034
Nonlinear
polynomial
€47 | ge8 | 43729 | 2172 | 35328 | 2226 0.048
4x4 | 196.80 | 25.19 | 105481 7.45 0.029
Proposed Adaptive
method polynomial
8x8 | 43746 | 21.71 27559 28.53 0.045
JPG DCT 8x8 | 63.53 | 30.13 130419 6.03 0.00046
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Even the CR (7.45) is better than both cases (7.11 for linear and 5.56 for nonlinear
polynomial). For 8x8-block size, high CR (28.53) has been achieved in proposed method
compared with non-adaptive and JPG methods but there is no improvement in image
quality (JPG method stills has high image quality).

a5 an
I Foly (eq
] raon-i Faly {eq.7)
30 =¥ 1 Msthon -
I P
25 ]
§ 20
20
g 5
g § 15
15
10 " )
5 5 J ’ ‘ l
o ]
x4 Block ax8 Block 4%4 Block i Block

Figure.(10) PSNR and CR comparison for proposed method with non-adaptive
polynomial fitting and JPG methods

JPG method gave high image quality in spite of its CR (6.03) is far less than proposed
method CR (28.53). From these results, it appears that the proposed method is more
suitable for 4x4-block than 8x8-block for acceptable image quality, unless high CR is
required. The comparison of results can be shown clearly in Figure.10 for PSNR and CR.
The final test will be performed with grayscale and handwriting images to show the
performance of proposed method when compresses such these types of images. Table.6
shows the results for this test for grayscale image with 4x4-block size and for different
Thresholds values.

Table.(6) Results of Proposed method for gray scale image

Image 1 Preview Variance | Compressed MSE PSNR R Reconstructed

Type Mage TIVIEW | Threshold |  size (bit) | - (dB) Tmage
40 37332 21622 | 2478 | 7.02

(128x256)

Gray Scale |85 500 32107 22407 | 2462 | 816

262144 |

bits
1000 30447 23250 [ 2446 | 8.6l
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It seems from results in Table.6 that for seeking high CR, threshold value should be
increased without degrading the image quality (details of the gray scale image can still be
seen clearly). Finally, Table.7 shows the results for handwriting image with variance
threshold 40 and for different block sizes.

Table.(7) Results of prposed method for handwriting image

I Ty I Preview Block | Compressed MSE PSNR CR Reconstructed
mage 1ype | tmage tIEeVIEW | gize size (bit) (dB) Image
4x4 34517 39466 | 22.16 7.59 M‘ F' L"

(128x256) :‘--;- A i
iy ;L:;:,.La 8x8 9178 2.04e+3 | 15.01 | 2856 :,(,ul-.;ul,n

262144 bits L\)]’g \J J.l.lla\j‘?}-’«\}

16x16 2417 449+3 | 11.60 | 108.45 __-.P P”__.;I.T
4

Clearly, the 8x8-block is a better choice for high compression ratio (28.56) with an
acceptable image quality for reading the text inside it. For 16x16-block, CR is very high
(108.45) but has very poor quality (despite the fact the text inside it could be a little
recognized).

Conclusion

In this paper, an adaptive polynomial fitting is proposed for image compression that
based on the value of block-pixels variance. When combining with uniform quantizer and
Huffman encoding, the proposed method provided a compromise between compression
ratio and image quality due to the adaptation in suitable polynomial selection. Both
polynomials that have been used, avoided using high-order (and hence avoided more
coefficients used) just to keep the compression ratio at an acceptable level without
degrading the image quality. Matlab results showed that the adaptive polynomial fitting is
better than non-adaptive one in all types of images. Comparing with JPG method, the
proposed method achieved high compression ratio (7.45) for 4x4-block size comparing
with 8x8-block size JPG compression ratio (6.03) but with a little degradation of quality
of image. Moreover, testing handwriting image showed high compression ratio (about
28.56) with an acceptable image quality for reading the text inside it. Even with 16x16-
block size, the compression ratio reached to (108.45) but the text still hardly readable and
needs some denoising filters for image enhancement.
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