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ABSTRACT

Extractive multi-document text summarization — a summarization with the aim of
removing redundant information in a document collection while preserving its salient
sentences — has recently enjoyed a large interest in proposing automatic models. This
paper proposes two models for extractive multi-document summarization based on
genetic algorithm (GA). First, the problem is described and modeled as a discrete
optimization problem with two candidate expressions and a specific fitness function
is designed to effectively cope with each candidate. Then, a binary-encoded
representation together with a heuristic mutation and a local repair operator are
proposed to characterize the adopted GA. The semantic roles of similarity of sentence
to sentence, sentence to center of document collection and center of summary to
center of document collection are exploited in the proposed model formulations.
Experiments are applied to ten clusters from DUC2002 datasets (d061j through
d070f) and compared with another state-of-the-art model. Results clarify the
effectiveness of the proposed models. Moreover, the injection of several levels of text
similarity in the model formulation shows a positive impact on enhancing the overall
performance of the proposed GA.
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INTRODUCTION
dentification of relevant information that meets user needs becomes very difficult
as a result of exponential growth of Internet and availability of huge amount of
online information. This has triggered a race for developing automatic document
summarization tools. This race is not necessary just for professionals who aim to find
the information in a short time but also for large search engines like Google, Yahoo,
AltaVista, and others.

The main goal of any text summarization technique is the presentation of the
common and most important information in a shorter version of the original text
while preserving its main content and overall meaning to help the user to quickly
understand the large volume of information. Text summarization problem belongs to
several disciplines like computer science, multimedia, statistics, and cognitive
psychology. Thus different dimensions can be wused to classify document
summarization. A summary can be either generic summary or query-relevant
summary [1-4]. In a generic summary, an overall sense of the document content is
presented without any prior knowledge, on the other hand, the information presented
in a query-relevant summary should have some relevance with a given query or topic
[5]. Also, text summarization methods can also be either extractive or abstractive.
Extractive methods tend to select a subset of existing words, phrases, or sentences
found in the original text to form the summary. In contrast, abstractive methods build
an internal semantic representation and then create a summary that is closer to what a
human might generate using natural language generation techniques. Such a summary
might contain novel words that are not explicitly present in the original text.
Moreover, the summary can be created either from a single-document or a multi-
document collection depending on the number of documents to be summarized [3, 6].
Single-document summarization can only produce a shorter representation of one
document, whereas multi-document summarization (MDS) can produce a summary
of a set of documents.

The main contribution of this paper is to model the multi-document text
summarization task as an optimization problem. The proposed model emphasizes the
discovery of essential sentences that cover the main topic of the document collection
while transcending the occurrence of redundant sentences. A binary-encoded genetic
algorithm together with heuristic mutation and local repair operators is proposed to
handle the modeled optimization problem. The organization of this paper is as
follows. Section 2 reviews optimization based works which are most related to the
approach proposed here. Section 3 and 4 introduce the details of the proposed
mathematical formulation and modeling. The numerical experiments and results are
presented in Section 5. Finally, conclusions and some possible extensions to the
current work are given in Section 6.

Related Work

In literature, multi-document summarization approaches vary in their essence.
Various extraction-based techniques have been proposed for generic text
summarization. One of the popular extractive summarization methods is the centroid-
based method [7]. This paper briefly reviews only optimization based works which
are most related to the approach proposed here.
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Text summarization can be categorized as a combinatorial optimization problem.
The optimization based text summarization algorithms reported in literature are
mainly classified as heuristic algorithms. Heuristic methods do not guarantee finding
optimal solution within finite amount of time but rather they can provide acceptable
and near-optimal solutions with a fraction of computation time. In [8], a method using
latent semantic analysis is proposed to identify semantically important sentences for
generation of a summary and selection of highly ranked sentences and different from
each other for summarization. Other methods include Non-negative Matrix
Factorization (NMF-based) topic specification [9, 10, 11] and Conditional Random
Fields based (CRF-based) summarization [1]. In [9], a multi-document
summarization framework based on sentence-level semantic analysis and symmetric
Non-negative Matrix Factorization is proposed. The relationships between sentences
can be captured by sentence-level semantic analysis in a semantic manner and the
similarity matrix can be factorized by symmetric Non-negative Matrix Factorization
to obtain sentences groups that are meaningful for extraction. In [12], text
summarization is modeled as a maximum coverage problem that aims at covering as
many conceptual units as possible and avoiding redundancy in summarization and
question-answering. The problem is formalized by positing a textual unit space, a
conceptual unit space, and a mapping between them. McDonald [13] models text
summarization as a knapsack problem. Text summarization is represented as a
maximum coverage problem with the knapsack constraint in [14]. In this work three
algorithms are studied for global inference in the summarization of multi-document.
It is found that an algorithm of dynamic programming that is based upon solutions to
the knapsack problem satisfies the optimality in accuracy and scaling characteristics
corresponding to both an exact algorithm and greedy algorithms. In addition to this,
the compatibility of the knapsack and the greedy algorithms with arbitrary scoring
functions that can be of great benefit to the performance is noticed. Shen et. al. [1]
presents a framework based on Conditional Random Fields for generic document
summarization to keep the merits of supervised and unsupervised approaches taking
in consideration avoiding disadvantages of them. This approach treats the text
summarization task as a sequence labeling problem. A feature that is common for all
these works is that they all rank sentences based on classification models. Multi-
document generic summarization is modeled in [15] as a budgeted median problem.
This model covers the entire relevant part of the document cluster through sentence
assignment and incorporates asymmetric relations between sentences in a natural
manner. The work [10] proposes a Bayesian sentence-based topic model (BSTM) for
multi-document summarization by making use of both the term-document and term-
sentence associations. It models the probability distributions of selecting sentences
given topics and provides a principled way for the summarization task. In [16],
document summarization is formalized as a multi objective optimization problem. In
particular, four objective functions, namely information coverage, significance,
redundancy and text coherence are involved. These four objective functions measure
the generated summaries according to the cluster of semantically or statistically
related core terms. In [17], an optimization-based method for opinion summarization
based on the p-median clustering problem from facility location theory is proposed, in
which content selection is viewed as selection of clusters of related information. A
formulation for the widely used greedy maximum marginal relevance (MMR)
algorithm as an integer linear programming is introduced in [18]. In [19], text
summarization of multi-document based on sentence-extraction is formalized as a
discrete optimization problem and solved using an adaptive differential evolution
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algorithm. The approach is presented toward all of the three aspects of
summarization: content coverage, redundancy and length. In [20], text summarization
is modeled as an integer linear programming problem. The proposed model
demonstrates that the summarization result depends on the similarity measure. A
combination of the NGD-based and cosine similarity measures conducts to better
result than their use separately. In [21], document summarization is modeled as a
nonlinear 0-1 programming problem where an objective function is defined as
Heronian mean of the objective functions defining content coverage and redundancy
minimization. The optimization problem is solved using discrete particle swarm
algorithm which is based on estimation of distribution algorithm. The work [22]
formulated text summarization as a modified p-median problem taking in
consideration four objectives: relevance, content coverage, redundancy minimization,
and bounded length that are of great necessity to generate good summaries. A self-
adaptive differential evolution algorithm is created to solve the proposed model.
Multiple document summarizations are modeled in [23] as a Quadratic Boolean
Programming problem which is a weighted combination of two objectives that are
important to generate a good summary: content coverage and redundancy reduction.
The optimization problem is solved using a modified differential evolution algorithm.
In [24], Text summarization is formulated as linear and nonlinear optimization
models which aims to balance between content coverage and redundancy reduction in
the target summary simultaneously. A novel particle swarm optimization algorithm is
developed to solve the optimization problem. Work in [25] proposes a constraint-
driven multi-document summarization models enforcing diversity and maximum
coverage which are modeled as a quadratic integer programming problem. The
optimization problem is solved by using a discrete Particle Swarm Optimization
algorithm. Paper [26] proposes a model which is an optimization-based for generic
multi-document summarization. The proposed model describes content coverage and
redundancy minimization in the target summary as relations in sentence to document,
summary to document and relations between each pair of sentences in the document
collection. An adaptive crossover that makes adjustment to the crossover rate
according to the fitness of individuals is used to improve the differential evolution
algorithm used to solve the optimization problem.

Problem Statement and Formulation
Preliminaries

Several methodologies have been explored for text similarity; however, they are
centered on four major categories. These are word co-occurrence/vector-based
methods, corpus-based methods, hybrid methods, and descriptive feature-based
methods [27].
In text summarization, vector-based methods are commonly used [28]. Let T =
{t1,t3,t3, ..., t} represents m distinct terms in a document collection. Cosine
similarity is the most popular measure that evaluates text similarity between any pair
of sentences being represented as vectors of terms. For a set of m different terms
composing n sentences of a document collectionD), cosine similarity associates
weight w;, to term t; according to its magnitude in sentence s;. Cosine similarity
metric can be formulated, according to term-frequency inverse-sentence-frequency
scheme (tf_isf), as [28]:

Wi = tfix X isf, ..(1)
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where:

tfik: is the measure of how frequently a term ¢, occurs in a sentence s;, and

isf =log(n/ny) is the measure of how few sentences n;, contain the term ¢, .
Intuitively, if a term t; does not exist in sentence s;, w;, should be zero. Now, given
two sentences S; = [Wjq, Wip, ..., Wi,] and s; = [wjl, Wj2, e wjm], the cosine
similarity between these two sentences can be calculated as in Eq. (2):

, SRl WikWjk ..
sim(s;, s;) = ————t—, i,j =123 ..,n .2
k=1 Wik Zk=1Wjk

Quantitatively, the main content of a document collection D being represented in
T = {t;,t,, ts, ..., t,} space, can be reflected by the mean weights of the m terms in
T. Thus, for T = {t;, ty, ts, ..., t,;y} vector, a mean vector O = [0y, 04, ..., 0,,] can be
computed. The k" coordinate o, of the mean vector @ can be calculated as [6]:

1
o) = 31, Wik, k=123, ..,m ..(3)

Problem statement and Formulation

The proposed text summarization problem is expressed here while considering
three challenges:
= Content Coverage: the main topic of the document collection D should be
covered by the generated summary.
- Redundancy Reduction: similar sentences in the document collection D
should not be duplicated in the generated summary.
. Length: summary should be of a bounded length
Let D be a document collection of N documents, i.e. D = {d4, ...,dy}. By the
language of sentences, D can be noted by D = {s;|1 < i < n}, where n is the number
of distinct sentences from the documents in D. the aim of this paper is to generate a
summary D c I that can satisfy the above three criteria. The first attempt, here, to
model D and to formulate text summarization problem is given in the following two
definitions.

Definition 1 (Summary D). Let s; € D be a sentence to be included in the summary
D, then the content coverage, expressed by the similarity sim(s;, 0) between s; and
the set of sentences in the document collection D (represented by its mean vector O
should be maximized. On the other hand, the redundancy reduction, or quantitatively,
the similarity sim(si, sj) between any two sentences belongs to D should be
minimized. Now, to formalize our suggestion, the text summarization problem will be
modeled using the following definition:

Definition 2 (text summarization problem &,). Let x; € {0,1} be a binary decision
variable denoting the existence (1) or absence (0) of the sentence s; in D (see Eq. 4).
Also, let x;; € {0,1} be another binary decision variable relating to the existence of
both sentences s; and s; in D (see Eq. 5). Now, let X = {x;|1 < i < n} be a vector of
n such decision variables corresponding to n sentences. Then for the vectorX, text
summarization problem (see Eq. 6 & Eq. 7) is a constrained maximization problem
taking a combination of maximizing the content coverage (numerator) and
minimizing information redundancy (denominator)

%=$W%ED, .(4)

0 otherwise
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o = {1 if siand s; € D
Y 0 otherwise

.(5)

Y-, sim(s;,0)x;

n—-1yn ) n
(L X ivr sim(sps)xi)* 2, x0)

Maximize ®,(x) =

..(6)

subjectto L—e <Y lix;<L+e, (7
where:

L: Summary length constraint,

l;: Length of sentence s;,

©: Center of the document collection D = {s;, sy, ..., S, }.

&: A length tolerance introduced in this model as:

€ = MaXi=1,.,n (ll) - mini=1,...,n (ll) --(8)

In the second attempt, the text summarization problem is re-defined again by
projecting the first criterion, i.e. content coverage in the light of text similarity. The
proposed model hypothesizes a possible decomposition of text similarity into three
different levels of optimization formula. First, aspire to global optimization; the
candidate summary should cover the summary of the document collection. Then, to
attain, more or less global optimization, the sentences of the candidate summary
should cover the summary of the document collection. The third level of optimization
is content with local optimization, where the difference between the magnitude of
terms covered by the candidate summary and those of the document collection should
be small. The summary D and text summarization problem @®; can then be
formulated as in definition 3 and 4, respectively.

Definition 3 (Summary D). Let s; € ID be a sentence to be included in the generated
summary D, then three different semantics of coverage (summary level, sentence
level, and term level) can be cooperated together to define content coverage criterion.
Summary level is to be expressed by the degree of similarity sim( 0, ®) between the
mean vector of a candidate summary O and the center @ of the document
collectionD. Sentence level is to be defined by the degree of similarity sim(s;, ©)
between sentence s; and the mean vector @ of the document collectionD. Term level
to be defined by the degree of similarity sim(0y, ©)) between the mean vector of
term k in a candidate summary O and its correspondence term in the center @ of the
document collection D. On the other hand, the redundancy reduction, or
quantitatively, the similarity sim(si,sj) between any two sentences belongs to D
should be minimized.

Definition 4 text summarization problem &, can be expressed as a constrained
optimization problem taking a combination of maximizing the content coverage
(numerator) and minimizing information redundancy (denominator). Content
coverage is expressed by maximizing both sim( 0,Q) and sim(s;, @) while
simultaneously minimizing sim(0y, Q).

L. sim(0,0)*10 n  sim(s;,0)x;=X |0 —Op|
Maximize &, = = + =2 SISH0Xi~ 21| Ok~ Ok )
Zi:1xi i=1 j=i+1Slm(si'Sj)xij* Zi=1xi

subjectto L—¢<

n
lixi<L+e,

i=1

1379



. &Tech.Journal, Vol.33,Part (B), No.8,2015 Genetic Based Optimization Model For
Enhancing Multi-Document Text Summarization

As can be seen in Eq. 9, the magnitude Oy, of term k in the candidate summary D
can be expressed by its impact, i.e. average of total weights of k occurring in the
sentences of . Likewise, the magnitude @ of term k in D can be computed by the
average of total weights of k occurring in the sentences of D. Intuitively, the
difference between these two magnitudes should be small over all terms of I and D.
Moreover, the similarity in the summary level, i.e. sim(0, @) is multiplied by 10 to
unify its scale with values of the other two similarity levels expressed at the
numerator.

The proposed Genetic Algorithm

Genetic algorithm (GA) is a population-based optimization algorithm with the aim
of how to evolve a population of initial solutions toward better and better ones by
means of some evolutionary operators. In the proposed GA, each genotype solution is
represented by a fixed-length vector of size n, where each gene value indicates the
presence or absence of the corresponding sentence. Then, the whole search space §
for the proposed GA can be computed by the Cartesian product of presence/absence
of all n sentences, i.e.:

8 =T, ({01}) = 2" - (10)

Let us consider a population p of K < § genotype solutions, P;<r<x € p. Then,
vk € {1, ,K} and VJ € [1, n]: IP)k = (]P)kl' ]P)RZ' ey Pkn) s.t. ]P)k] € {0,1} The
proposed GA can be described as a process formulated in an iterative function
Y:p = p' with W(piter) = Piter+1, Where pjter is the population at iteration iter.
The population starts with an initial random population p, and continues until a
maximum number of iterations iter,,, is reached. The evolution function ¥ in each
iteration iter will be composed of three main operators: selection, crossover, and
heuristic mutation, each of which is controlled by its control parameter. Formally
noted as:

Y = selg o cp, omg,, (11

By applying selection operator, selg_, bad chromosomes are eliminated whereas
good quality chromosomes that are fittest are copied to the next generation to
improve the average quality of the population. Tournament selection has been
adopted in this work. In tournament selection, only one individual from several
randomly selected individuals is selected for the next generation if it is fittest. The
number of randomly selected individuals, i.e. tournament size is determined by the
control parameter Oy.

Uniform Crossover has been adopted. According to this type of crossover, each
gene of each chromosome is created by randomly selecting respective gene from one
of both parents. An equal chance is given to both parents to contribute in the
chromosomes that are created from them [29]. Crossover rate is determined by the
control parameter 0.

A heuristic mutation operator is proposed in this work. Here, the mutation operator
is controlled by two parameters. The first parameter is the well-known mutation
probability, p,,, controlling the probability of mutation on each gene. The second
parameter is mutation action, which controls the role of mutation on each mutated
gene. Mutation action can be projected by the following similarity condition:

sim(s;, 0) > %Z}Ll sim(s;, 0) ...(12)
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For a given gene i and for a random uniform variable 1;~[0,1], if p,, is satisfied
(i.e., r; < p;p) then the similarity condition should be checked. The condition checks
whether the similarity between the i*" sentence and mean vector @ is more or less
than the average similarity of sentences in the document collection D. If it is satisfied,
then the corresponding sentence, s; can be selected in the generated summary D.
Otherwise, it can be removed from the summary. Formally speaking,

Vie{l, .., n}Ar; < pp, ...(13)
. . l n . )
X! = {1 if f sim(s;, ©) = ~ X}, sim(s;, 0) .. (14)
0 otherwise

The best solution, P*, of the final generation of GA can be selected as the result to
the maximization problem.
P*: = AP € piter,,, | PXp) > @(Xp,,.,) ...(15)

However, the phenotype of the best solution may still suffer from violating the
length constraint. i.e.:
Yisix €PT>1L ...(16)

To this end, a local repair operator is proposed to handle the existence of more
than constraint needs. Firstly, this repair operator removes from P* those redundant
sentences which have a high degree of similarity between them. Considering a
similarity threshold § = 0.9 and two sentences x; and x; in P*, one of them will be
excluded from the final generated summary if their similarity is more than or equal to
6 (see Eq. 17). Secondly, this operator will only handle the selection of high
importance sentences in P*. Each sentence belongs to P* is ranked according to the
formula in Eq. 18 to gain a corresponding score:

Vi,j €{1,.,n}Ax;,x; EP" =1

sim(si,sj) <4 ...(17)
vie{l,..,n}Ax; e P* =

scoreg, = sim(s;, 0) + ((sim(Osum, Q) — sim(0s¥™~5i, (O))) * 10) ...(18)
Where

sim(0%™, @) refers to the similarity of the centre of the generated summary
(including sentence s;) and the centre of document collection @. On the other hand,
sim(0S*™~5i, @) denotes the similarity between the generated summary (excluding
sentence s;) and the centre of document collection @. The right term of the proposed
formula is multiplied by 10 in order to unify the scale of the two terms. The basic
idea behind the right term of the formula is to measure the impact of each of the
sentences exist in the best phenotype summary. The sentence with the highest score
has a great impact on the summary and it is of high importance whereas the sentence
with the lowest score has a little impact on the final summary. The sentences are
sorted in descending order and the high scored sentences are selected to be included
in the final summary until the required length L is reached.

Experiments

Qualitative evaluations of the proposed two models were made quantitatively
based on the multi-document summarization datasets provided by Document
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Understanding Conference (DUC), particularly using DUC2002 dataset [30]. A brief
statistics of the dataset is given in Table-1. Like all other related works, the
documents in DUC2002 dataset are, first, preprocessed as follows:

° segmentation of the documents into individual sentences,

. sentences are tokenized,

. stop words are removed and

. finally, the remaining words are stemmed using Porter stemming algorithm
[31].

The proposed algorithm is coded in Visual Basic and the experiments were executed
on a THINK-PC Lenovo with Intel(R) Core(TM) i5-2410M CPU @2.30 GHz and a
Memory of 4 GB RAM. GA's parameters are set as follows: a population of
POPsize = 50 individuals is used and evolved over a sequence of iter,,, = 1000.
For the tournament selection, a tournament size equals to 2 has been chosen.
Crossover probability and mutation probability are set to p. = 0.7 and p,, = 0.1,
respectively.

Table(1). Description of the DUC2002 dataset

Description DUC2002 dataset
Number of topics 59 (d061j through d120i)
Number of documents in each topic | ~ 10
Total number of documents 567
Data source TREC
Summary length 200 words

Evaluation metrics

The proposed work is quantitatively measured using Recall-Oriented Understudy
for Gisting Evaluation ROUGEevaluation metric [32]. ROUGEis considered as the
official evaluation metric for text summarization by DUC. It includes measures that
automatically determine the quality of a summary generated by computer through
comparison made between it and human generated summaries. The comparison is
satisfied by counting the number of overlapping units, such as N — grams, word
sequences, and word pairs between the summary generated by a machine and a set of
reference summaries generated by humans.
ROUGE — N is an N — gram Recall counting the number of N — grams matches of
two summaries, and it is calculated as follows [32]:

% ies) DN— Count (N—gram)
ROUGE — N = Se{reference Summaries} LN—-grame€ S match g . (19)

ZSE{reference Summaries} ZN—gram e s Count(N—gram)

Where

N stands for the length of the N — gram, Count,g;cn(N — gram) is the
maximum number of N — grams co-occurring in candidate summary and the set of
reference summaries. Count(N — gram) is the number of N — grams in the
reference summaries.

The similarity between reference summary sentence X of length m and candidate
summary sentence Y of length n is calculated using ROUGE — L measure (also called
fmeasure Which is denoted by F;.s). ROUGE — L evaluates the ratio between the
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length of the longest common subsequence of the two summaries LCS(X,Y) and the
length of the reference summary as follows [32]:

Ris = - ...(20)
LCS(X.Y
P = 1(1 ) .21
_ (14+B8?)RicsPics
FZCS N Rlcs"'ﬁzplcs (22)
Where
recall and precision of the LCS(X,Y) is denoted by R,.; and P, respectively and
P CS
p=tie.
les

If the definition of ROUGE — L is applied to summary-level, the union LCS
matches between a reference summary sentence, r;, and sentences of the candidate
summary, C which is denoted by LCS(1;, C) is taken. Given a reference summary of
u sentences containing a total of m words and a candidate summary of v sentences

containing a total of n words, then summary-level ROUGE — L is calculated as
follows [32]:

_ Zi1 LCSy(riC)

Rics = .. (23)

Py = EELEVTO) . (24)
2

Fp s = (1+B8)RicsPics ...(25)

Rics+B2Pies

Results and Discussion

To evaluate the proposed models, a comparison with another related model should
be performed. In this paper, the model proposed in [19] is used for comparison. This
model formulates content coverage and redundancy reduction issues as in Eq. 26. For
comparison fairness, model in [19] has been solved using GA algorithm proposed in
this paper. A comparison between the three models is made using ROUGE — 2 and
ROUGE — L evaluation metrics. These evaluation metrics were calculated by
comparing the summary generated by the three GA-based models against summaries
generated by human. The reference summaries generated by experts are supported by
DUC2002 dataset (each topic in DUC2002 dataset is supplied with a two human
reference summaries generated by two different experts).

o SRS lsim(s;,0)+sim(s;,0)]x;;
Maximize f(x) ==""1"5 L
im1 Zjzit1

..(26)

sim(s;,s))xij

n-1 n

subjectto L—¢ < Z Z (li,lj)xij <L+c¢,

i=1 j=i+1

The proposed models and the model introduced in [19] have been run on ten clusters
from DUC2002 dataset [d061j, d062j, d063j, d064j, d065j, d066j, d067f, d06ST,
d069f, d070f]. Table-2 presents some statistics that describe documents of these
topics in order to give an identification of the search space size for the problem.
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Table(2). Some Statistics Describing Documents of Topics Mentioned Below

Topic No. of words No. of words after Final no. of
number before preprocessing and removing sentences
preprocessing multiple occurrences
doe6lj 3679 675 184
d062j 2669 626 118
d063;j 4760 841 242
d064; 4038 921 181
d065;j 5449 1071 280
d066j 3863 916 189
do67f 2796 634 121
d0o68f 2550 528 126
d069f 7609 1300 325
do70f 3160 628 151

Table-3 and Table-4 present detailed average ROUGE scores in addition to the best
and worst values for the 20 runs. In these tables, the best results obtained are shaded.

Table(3) Rouge-2 Scores

Topic Model in [19] Proposed Model 1 (®,) Proposed Model 2 (P,)
# ROUGE| Best | Worst | ROUGE Best Worst | ROUGE | Best | Worst
-2 Value | Value —2 Value | Value | — 2 Value | Value
doe1j | 0.266 0418 | 0.128 0.306 0.411 0.148 0.320 0.464 | 0.184
d062j | 0.188 0.336 | 0.061 0.200 0.468 0.046 0.278 0.422 | 0.161
doe3j | 0.245 0.366 | 0.158 0.275 0.388 0.109 0.296 0.470 | 0.161
doe4j | 0.194 0.336 | 0.056 0.233 0.418 0.062 0.245 0.372 | 0.138
do65j | 0.144 0.278 | 0.069 0.182 0.290 | 0.082 0.194 0.314 | 0.111
d066j | 0.201 0.313 | 0.056 0.181 0.319 | 0.074 0.206 0.381 | 0.085
do67f | 0.239 0.387 | 0.152 0.260 0.407 0.109 0.272 0.504 | 0.140
d068f | 0.491 0.711 | 0.327 0.496 0.647 0.366 0.498 0.680 | 0.211
d069f | 0.184 0.274 | 0.108 0.232 0.368 0.129 0.221 0.303 | 0.147
do70f | 0.224 0.396 | 0.136 0.262 0.363 0.148 0.300 0.418 | 0.172
Table(4) ROUGE — L Score
Topic Model in [19] Proposed Model 1 (P,) Proposed Model 2 (P,)
# ROUGE Best | Worst | ROUGE | Best | Worst | ROUGE | Best | Worst
—L Value | Value | — L Value | Value | — L Value | Value
do6lj | 0.542 0.649 | 0.441 0.554 0.635 | 0.430 0.565 0.660 | 0.448
d062j | 0.473 0.603 | 0.364 0.481 0.679 | 0.373 0.526 0.650 | 0.440
d063j | 0.493 0.578 | 0.422 0.528 0.616 | 0.445 0.532 0.672 | 0.455
d064j | 0.462 0.588 | 0.353 0.488 0.626 | 0.339 0.508 0.597 | 0434
do65j | 0.431 0.516 | 0.375 0.457 0.554 | 0.380 0.461 0.553 | 0416
d066j | 0.455 0.553 | 0.357 0.441 0.506 | 0.357 0.465 0.634 | 0.350
doe7f | 0.509 0.649 | 0.417 0.529 0.636 | 0.392 0.541 0.692 | 0.420
do68f | 0.666 0.796 | 0.570 0.626 0.728 | 0.502 0.634 0.723 | 0.502
d069f | 0.454 0.549 | 0414 0.476 0.583 | 0.392 0.470 0.528 | 0.403
do70f | 0.496 0.606 | 0.433 0.513 0.587 | 0.429 0.536 0.585 | 0.487
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Table-5 reports ROUGE scores in terms of average (ROUGE) and standard
deviation (o) over all topics. From the results reported in Tables 3-5, one can easily
see that the two proposed models perform better than the model proposed in [19].
Moreover, inspecting content coverage objective into three distinct similarity sub-
objectives, as suggested in ®,, improve the overall quality of the generated summary.

Table (5) Average and standard deviation of ROUGE

Model ROUGE — 2 ROUGE — L
ROUGE -2 o ROUGE - L o
D, 0.283 0.082 0.523 0.049
D, 0.263 0.087 0.509 0.051
Model in [19] 0.238 0.091 0.498 0.064
CONCLUSION

The need for effective multi-document summarization techniques to extract the
important information from a document collection becomes of necessity. A good
summary should have the ability to keep the key sentences representing the main
topic of the document collection while simultaneously reducing irrelevant and
redundant ones from the whole collection. Two optimization models are introduced in
this paper to satisfy content coverage and diversity in the document collection. An
improved performance is reported by introducing the second model where text
similarity has been decoupled along three dimensions: sentence to sentence similarity,
sentence to document collection similarity and summary to document collection
similarity. A genetic algorithm together with a heuristic mutation and a local repair
operators have been proposed to solve the modeled problem. The performance of the
proposed models shows improvement over the model proposed in [19]. The results
reported in this paper encourage us for further investigation study. The current
interest is to take a further step towards capturing the essence of text summarization
problem. Taking the benefit of implicit contradictory nature of both content coverage
and content diversity, designing the text summarization problem can be modeled as a
multi-objective optimization problem. Moreover, one of multi-objective evolutionary
algorithms will be adopted to handle the formulated multi-objective problem.
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