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Introduction:  

To expand productivity and wellbeing in underground mines, empower travellers and drivers in 

street and metro burrows, and forestall terrorist attacks by observing those susceptible locals, solid 

and proficient transmission lines are desperately required. Normal wave propagation-based remote 

networking is more adaptable and powerful than wire-based frameworks since it is reasonable, easy 

to utilize, and extensible. In any case, burrows are not great for the propagation of radio waves. At 

present, the GO model, the Waveguide model, and the Full Wave model are the three primary 

procedures used to address the channel properties of regular waves in burrows. The EM field in the 

cylinder is created in the GO model by adding the commitments of beams that experience reflections 

on the remember for and diffractions near burrow wedges. It is prepared to do numerically 

anticipating the sign postponement and course misfortune at any area. However, to characterize the 

climate, the GO model necessities a great deal of information. Furthermore, the incredibly big number 

of beams causes analytical issues for extended burrow courses, and the convergence might consume 

most of the day. A passage is seen as an expanded waveguide with deficiently lossy walls in the 

waveguide model. The waveguide model suggests there is only the lower mode signal propagation in 
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the cylinder since the sign of higher request mode weakens extensively quicker than in the lowercase 

letters. Channel models are a fundamental part of correspondence frameworks, providing a numerical 

system to comprehend how data is sent over a correspondence channel [1-3]. A correspondence 

station can be any medium through which data is communicated, including wires, optical fibers, radio 

waves, and satellite connections. A channel model catches the way of behaving of the channel and 

gives a method for dissecting the presentation of a correspondence framework under various 

circumstances, like noise, impedance, and bending. The most widely recognized kind of divert model 

utilized in correspondence frameworks is the additive white Gaussian noise (AWGN) model. This 

model expects that noise added to the sign is Gaussian dispersed with zero mean and a consistent 

power otherworldly thickness. The AWGN model is broadly utilized on the grounds that it gives a 

basic and exact portrayal of some true channels, including remote channels, optical fibers, and a few 

sorts of wired correspondence channels. Different kinds of channel models incorporate blurring 

channels, multipath channels, and impedance channels, every one of which catches various parts of 

the channel conduct and can be utilized to examine various sorts of correspondence frameworks. A 

communications system is considered where the transmitter is located To communicate with the 

receiver, where this connection is with the assistance of a Large Intelligent Surface (LIS), as shown 

in Figure 1. These transceivers can represent either base User stations or equipment. The LIS is 

equipped with M Reconfigurable elements and assume that both the transmitter the receivers have 

one antenna. It is worth mentioning here such an assumption is made only for the sake of simplicity 

Presentation, suggested solutions and outcomes in this regard the idea might be simply extended to 

multi-antenna transceivers [8].  

 
Fig. 1: A diagram of the adopted system model whereas communication between sender and 

detector is supported by a large smart surface (no). The LIS reacts to the incident wave through 

matrix interaction [4]. 

 

In this project, an OFDM based system is proposed with K subcarriers. We define hTR;k as the 

direct channel between the transmitter and receiver at the kth subcarrier, hT;k, hR;k as the M×1 uplink 

channels from the transmitter and receiver to the LIS at the kth subcarrier, also by reciprocity, hTT;k, 

hTR;k as the downlink channels. The received waveform at the receiver side could be expressed as 

[10]: 
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yk = hR,k
T ΨkhT,ksk + hTR,ksk + nk 

 

                

               (1) 

where the matrix Ψ is an M×M , that we call it the LIS interaction matrix with M elements, 

characterizes the interaction of the LIS with the incident (impinging) signal from the transmitter. hk , 

denotes the communication channel with T, and R subindecies denote the transmitter and receiver 

section respectively. Also, 𝑛𝑘, represents the additive wight Gaussian noise (AWGN) signal for the 

kth sample. Sk represents the transmitted waveform through the kth subcarrier, and satisfies the per-

subcarrier power constraint. Next, the mean square value of Sk might be computed as follows: 

 

𝔼[|sk|2] =
PT

K
                                                                                                 (2) 

with PT being the total transmit power, and the receive noise is denoted by nk. 

 

 

 

The overall aim of LIS is to interact with all the incident signal (by adjusting k) in a way that 

optimizes it a specific performance measure such as the system rate that could be achieved or the 

amount of network coverage. To simplify the design and analysis of the algorithms in this study, we 

will focus on the case where the direct link does not exist. This represents Scenarios where the direct 

link is blocked or stopped When the receiving power is negligible compared to that received through 

the LIS-assisted link. With this assumption, the signal is received it might be expressed as follows 

[12]: 

𝑦𝑘 = ℎ𝑅,𝑘
𝑇 Ψ𝑘ℎ𝑇,𝑘𝑠𝑘 + 𝑛𝑘 (4) 

 

𝑦𝑘 = (ℎ𝑅,𝑘⨀ℎ𝑇,𝑘)𝑇𝜓𝑘𝑠𝑘 + 𝑛𝑘 (5) 
 

The channel model might be expressed as follows: 

ℎ𝑇,𝑑 = √
𝑀

𝜌𝑇
 ∑ 𝛼𝑙 𝑝(𝑑𝑇𝑆 − 𝜏𝑙) 𝑎(𝜃𝑙 , ∅𝑙

𝐿

𝑙=1

) 

 

(6) 

 
 

Where M, denotes the number of channels, 𝜌, indicates the IRS conductivity𝜃𝑙 , ∅𝑙, denote the 

signals and channels phase shifts respectively, , and 𝑇, represents the sampling time. The above 

equation represents the channel characteristics in terms of capacity, attenuation coefficient, phase 

angles, time delay, sampling time, and power consumed [15]. Thus, the main aim is to plan and 

construct the LIS (reflection) interaction vector beamforming, in order to maximize the bit rate that 

might be achieved at the receiving device, which could be formulated as follows: 

R∗ = max
φ∈

1

K
 ∑ log2  (1 + SNR|(hT,k⨀hR,k)Tφ|

2
)

K

k=1

  (7) 

𝜓∗ = 𝑎𝑟𝑔 max
𝜓∈𝒫

∑ 𝑙𝑜𝑔2

𝐾

𝑘=1

(1 + 𝑆𝑁𝑅|(ℎ𝑇,𝑘⨀ℎ𝑅,𝑘)𝑇𝜓|
2
 

 

(3) 
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Fig. 2: A diagram of the adopted system model whereas communication between sender and 

detector is supported by a large smart surface (no). The LIS reacts to the incident wave through 

matrix interaction [8]. 

 

The main challenge: as demonstrated in the mathematical equations, is trying to find the optimal 

reaction vector for large intelligent surfice (LIS) as well to achieve the optimal data transmission rate. 

This needs a thorough search in the code book. Note that the size of the codebook should usually be 

in a file having the same order of number of antennas to utilize. This means that the beamforming is 

a reasonable reflection of the LIS codebook potentially includs thousands of candidate codewords. 

With such huge codebooks, a solution exhaustive research of the equations is very difficult. More 

specifically, there are two main ways to perform search in [7].   

The objectives of this study are to use deep learning algorithms to allocate resources in a MIMO 

network with smart reflective surfaces. Also, the study aims to improve the allocation efficiency to 

the highest percentage while reducing the data flow rate to a minimum to obtain the best performance. 

 

Literature Review 

Under different names like reconfigurable intelligent surfaces, intelligent reflecting surfaces, and 

smart reflect-arrays, LIS-helped remote interchanges have been drawing expanding interest lately. 

From an execution viewpoint, LIS can be assembled utilizing almost passive components with 

reconfigurable boundaries [7]. Different LIS plans have been proposed in the literature with more 

noticeable quality given to software-characterized metamaterials [9], [10] and regular reflect-arrays 

[6], [8] among others. For that multitude of plans, different signal-processing arrangements have been 

proposed for optimizing the plan of the LIS interaction matrices. A LIS-helped downlink multiuser 

arrangement was thought of in [7] with single-antenna clients. Computational low intricacy 

calculations were then proposed for optimizing the plan of the LIS interaction matrices, utilizing 

quantized phase shifters/reflectors for demonstrating the LIS components. In [11], an LIS-helpe kilo  

s.lksxsq’ \d downlink scenario was thought of, where both the LIS interaction grid and the base station 

precoder grid was planned, expecting the situation where a line-of sight (LOS) may exist between the 

base station and the LIS. In [12], another transmission system consolidating LIS with file, modulation 

was proposed to work on the framework unearthly effectiveness. As far as the general framework 

execution, an uplink multiuser scenario was considered in [13] and the information rates were formed 

for the situation where channel assessment errors exist in the accessible channel information. A 

downlink LIS-helped multiple-input multiple-output (MIMO) non-orthogonal multiple access 

(NOMA) system is proposed in [18] for accomplishing higher framework spectrum proficiency gains. 

The LIS can be utilized for remote localization purposes too; in [19], a LIS-helped downlink 

millimeter wave (mmWave) positioning issue was examined from the Fisher Data point of view. In 

light of this examination, a calculation was created for advancing the positioning quality. Deep 
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learning arrangements have been proposed in the literature for tending to configuration challenges in 

mmWave and massive MIMO frameworks [20]-[22]. In [20], a deep learning based bar expectation 

arrangement was proposed for conveyed mmWave MIMO frameworks to serve exceptionally 

versatile clients with irrelevant preparation above and high information rate gains, thought about to 

coordinate beamforming systems that don't influence AI. In [21], a deep learning based blockage 

forecast arrangement was proposed to address the unwavering quality and latency difficulties of 

abrupt blockage of the line-of-sight connect in mmWave MIMO frameworks. A channel covariance 

expectation arrangement utilizing generative adversarial networks was proposed in [22] for mmWave 

Massive MIMO frameworks to diminish the preparation above related with getting the channel 

information. The Basic Test: All the earlier work in [7], [8], [11-13], [18] accepted that the 

information about the channels between the LIS and the transmitters/beneficiaries is accessible at the 

base station, either impeccably or with some mistake. Getting this channel information, in any case, 

is one of the most essential challenges for LIS frameworks due to the massive number of antennas 

(LIS components) and the hardware imperatives on these components. All the more explicitly, if the 

LIS components are executed utilizing phase shifters that simply reflect the occurrence signals, then, 

at that point, there are two primary methodologies for planning the LIS reflection framework. The 

principal approach is to gauge the LIS-helped channels at the transmitter/collector via preparing every 

one of the LIS components, regularly individually, and then, at that point, utilize the assessed channels 

to plan the reflection lattice. This yields a massive channel preparing above due to the exceptionally 

enormous number of components at the LIS. Rather than the express channel assessment, the LIS 

reflection the network can be chosen from quantized codebooks by means of online pillar/reflection 

preparing. This is like the normal pillar preparing strategies in mmWave frameworks that utilize 

comparative phase shifter models [23], [24]. To quantize adequately the space, in any case, the size 

of the reflection codebooks needs ordinarily to be in the request for the quantity of antennas, which 

prompts enormous preparation above. To keep away from this preparing above, a trivial arrangement 

is to utilize completely computerized or hybrid simple/computerized structures at the LIS, where each 

antenna component is associated in some way to the baseband where channel assessment techniques 

can be utilized to get the channels [25-27]. This arrangement, notwithstanding, prompts high 

hardware intricacy and power utilization due to the massive number of LIS components. 

 

Methodology: 

In order to implement the study idea of this article, we propose two types of scenarios, while 

confirming the assumption that there are only secondary paths represented by the RIS system, and 

that the direct path is not activated, as is the case in research. To explain the proposed scenarios, we 

explain them in detail in the following sections. 

A) Scenario 1 

Assuming that there are k=32 users, then, M= 32*32=1024 reconfigurable elements represeting 

the various channel paths. Samples number Ns=1000 sample for each k user signal. SNR=10 dB i.e. 

signal power is 10 times the noise power. Each user signal k, will be multiplied by the IRS matrix, 

which represents an array of (32 * 32)= 1024 different paths of the channel, so that the values of 1024 

matrix are random values representing the levels of transmission channel attenuation due to the 

multiplicity of paths, so that the length of the resulting signal is for each user will be: The users matrix 

length =(k*Ns) =32*1000. The RIS channels paths weights matrix= M=(32*32), 

(32*1000)T.*(32*32)=1000*32 which is the new users sets matrix after passing through the RIS. 

Thus the new obtained users sets matrix after passing through the RIS will be (1000*32)T=32*1000 
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vector. Thus the RNN algorithm will have input layer of (32*1000), hidden layer of 32 eurons, and 

output layer of (32*1000) as shown in Figure 3. 

 
 

Fig. 3: The suggested RNN algorithm for scenario 1. 

 

The resulting output vector must represent the same values as the input vector before it passes 

through the RIS matrix, meaning that it is inaffected by multipath problems and that the value of the 

bit error rate is very small, as explained in the previous equations. 

 

B) Scenario 2 

Assuming that there are k=32 users, then, M= 32*32=1024 reconfigurable elements represeting 

the various channel paths. Samples number Ns=1000 sample for each k user signal. SNR=10 dB i.e. 

signal power is 10 times the noise power. Each user signal k, will be multiplied by the IRS matrix, 

which represents an array of (32 * 32)= 1024 various paths of the channel, so that the values of 1024 

matrix are random values representing the levels of transmission channel attenuation due to the 

multiplicity of paths, so that the length of the resulting signal is for each user will be: Each users 

vector length =(1*Ns) =1*1000. The RIS channels paths weights matrix= M=(32*32)=1024, and each 

element will be multiplied by each user vector, thus 1024*1*1000=1024*1000 case for each 

transmitted user. Thus the suggested neural algorithm will have input layer of (1024*1000), hidden 

layer of 1024 neurons, and the output layer of (1024*1000) as shown in Figure 4. 

 
Fig. 4: The suggested RNN algorithm for scenario 1. 

 

The resulting output vector must represent the same values as the input vector before it passes 

through the RIS matrix, meaning that it is inaffected by multipath problems and that the value of the 

bit error rate is very small, as explained in the previous equations. 

 

C) Structure of Emploed DataSet  
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In this research, the necessary data necessary to train the proposed deep learning algorithms RNN 

and LSTM are generated through a program dedicated to implementing the requirements of this data. 

The program creates the required data in the form of embedded communications signals for each user 

out of k = 32 users, so that the length of each user wave is Ns = 1000 samples. The data required for 

this study will be generated as a matrix with a capacity of (32*1000), where the rows of the matrix 

represent the waves of users and its columns represent the number of users. Figure 5 shows a snapshot 

of the data generated for the user group to train the deep learning algorithms. 

 
Fig. 5: Snapshot of the dataset generated for the user group to train the deep learning 

algorithms. 

The structure of the suggested IRS model using deep learning technique is also demonstrated in 

Figure 6. 

 
Fig. 6: Demonstration of the structure of the suggested IRS model using deep learning 

technique. 

 



214 
 

By looking at Figure 6 above, the signal flow diagram for the model proposed in the study begins 

with identifying and creating a data set of communications signals including OFDM, which will be 

used to transmit information through the IRS communications channel. This is followed by defining 

the IRS channel according to the equations explained in the first part of this research. After that, the 

structure of building a deep learning algorithm of the LSTM type is called to simulate the inverse and 

equalization of the effect of communication channels. Also, the smart algorithm model is trained 

using the telecommunications data used in this study, and then they conduct verification of the 

authenticity of the receipt of the original data, and finally the results are displayed. Moreover, the 

detailed proposed deep learning RNN-LSTM algorithm structure is displayed in Figure 7. 

 
Fig. 7: The proposed DL (RNN) (LSTM) algorithm structure. 

 

This diagram shows the progression of a period series X with C features (channels) of length S 

through a LSTM layer. In the outline, ht And ct mean the result (otherwise called hidden state) and 

cell state at time step t, separately. The main LSTM block utilizes the network's underlying state 

and the sequence's first-time move toward compute the principal yield and the refreshed cell state. 

At time step t, the block utilizes the present status of the network (ct−1 ht−1) and the following 

stage in the sequence is to work out the result and the refreshed cell state ct. The layer state 

comprises of the hidden state (the result state) and the cell state. The hidden state at time step t 

contains the results of the LSTM layer for that time step. The cell state contains data gained from 

past time steps. At each time step, the layer adds or eliminates data from the cell state. The layer 

controls these updates utilizing passages. The accompanying parts control the cell state and hidden 

state of the layer. 

 

Results & Discussion: 

This section presents the results of a study conducted on deep learning algorithms related to 

resource allocation in MIMO networks involving smart reflective surfaces. A MATLAB software 

application was employed to create a simulation environment featuring a multi-input multiple-output 

(MIMO) network including smart reflective surfaces (IRS). This study used simulation-based 

experiments as a research methodology with LSTM-RNN deep learning algorithms for training and 

testing procedures using a dataset produced in a MATLAB simulation environment. The effectiveness 

of the suggested technique was evaluated through various metrics, including spectral efficiency, 

power efficiency, and bit error rate. This section also provides an overview of the data used in the 
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study. Deep learning algorithms are trained and tested using data generated from the simulation 

environment, which consists of a dataset related to system parameters and configurations, along with 

proposed performance metrics. The data set is divided into two main subsets, the training set and the 

test set, in a ratio of 70:30. The largest subset, representing 70% of the data, is used for training 

purposes, and the remaining 30% is reserved for testing model performance. The MATLAB 

simulation environment, along with 5G Toolbox and Deep Learning Toolbox, was used to perform 

the simulations. The study evaluated the effectiveness of the suggested technology and a simulation 

analysis study was carried out to configure a multi-input multiple-output (MIMO) network. In fact, 

eight client devices with a base station and an intelligent intermediate reflective surface (IRS) have 

been considered. The achieved results were analyzed in an organized and systematic manner. The 

operational setup of the system is frequency-selective fading, and both the base station and the 

receiving station have knowledge of the channel state information (CSI). Evaluation of the deep 

learning-based method with respect to the overall rate capability of the network is performed. The 

results indicate that the proposed methodology shows superior performance compared to the RB and 

WSR algorithms, as it achieves greater overall capacity under identical channel conditions. The 

simulation model of the smart IRS interaction matrix was implemented with the loaded dataset using 

the proposed RNN-LSTM network technique. The layers of the simulated RNN-LSTM network are 

shown in Figure 8. 

 

 
Fig. 8: The simulated RNN-LSTM network layers. 

 

Regarding Figure 8, we might recognize the details of the proposed RNN-LSTM network 

strategy that contain a sequence input layer with 32 dimensions, followed by the LSTM layer 200 

hidden units. the third layer is the dropout layer with 50% dropout, and next fully connected layer 

with 50 fully connected layer ended by the regression layer with mean square error. Also, the trainning 

options of the suggested deep learning network are presented in Figure 8. 
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Fig 9: Trainning network simulated RNN-LSTM network layers. 

 

By looking at the details of Figure 9, we notice that the training options explain all the details of 

training the proposed smart algorithm network. By adjusting the training options settings, the training 

mechanism will be adjusted to control the number of training repetitions, the time distances between 

training models, the methods for displaying training results, the minimum and maximum display of 

training distances, the speed of the training rate, and other details that control the nature of the training 

options on Smart grid. Which affects the results of training. Then, recalling the details of the training 

scenarios for the proposed IRS interaction channel model discussed earlier, we analyze the sequences 

of the input sent dataset of the trained model represented by K = 32 users or agents, each one digitally 

sending problem signals with N = 1000 Sample channel-passed Additive White Gaussian Noise 

(AWGN) and IRS matrix models. The sequences of the sent customer data set passed from the IRS 

matrix are shown in Figure 10 without and with the influence of AWGN. 

 
(a) 

 
(b) 

Fig. 10: The transmitted clients dataset sequences passed from the IRS matrix, (a) Without AWGN, 

(b) With AWGN. 
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We notice by looking at Figure 10 that the set of information patterns of users' transmission 

waves appears as overlapping waves containing 1000 patterns per user, with 32 clients, the amplitude 

ranges from -10 to 10, as shown in the figure above. One could further observe the effect of the 

Gaussian transmission channel on the transmitted data set, so that the data is lined up and regular, as 

shown in Figure 10.(a), while the effect of noise and interference of the transmitted data increases, as 

shown in Figure 10.(b). Moreover, regarding the target sender user datasets which should be 

discovered at the receiving end of the proposed IRS model, which also consist of K-32 users with N 

= 1000 samples as shown in Figure 11 also without and with the effect of AWGN. 

 

 
(a) 

 
(b) 

Fig. 10: The detected clients dataset sequences after passing from the IRS matrix channels, (a) 

Without AWGN, (b) With AWGN. 

 

Furthermore, by recognizing Figure 11, one could notice that the set of received customer data 

set wave sequences passed from the IRS matrix channels appear as distorted waves containing 1000 

samples per user, with 32 users, ranging from -10 to 10 in power, as Shown in the figure above. In 

fact, this distortion and decay resulting in the received user data set after passing through the 

interlaced channels represents the effect of these channels on the transmission values of each user 

wave as a result of the effect of multiple transmission channels and the bounce of transmission waves 
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with several effects represented by the interlaced matrix (IRS). Now, after using the proposed RNN-

LSTM network training process in the applied scenario, the IRS Smart Interactive Channels model 

training results are shown in Figure 12. 

 
Fig.12: The results of the smart IRS interacted channels model trainning. 

 

By observing Figure 12, the resulting table shows the training results of the proposed intelligence 

network, where details show the number of iterations 250 iterations, the amount of elapsed time = 5 

minutes, the minimum batch (root mean square error) = 25.56, and the minimum loss Batch=326.8, 

base learning rate=0.005. Now, the results of the trainning progress curves are displayed for bothe 

the trainning accuracy and overall loss in Figure 13. 

 
Fig. 13: The results of the trainning progress curves are displayed for bothe the trainning accuracy 

and overall loss. 

 

From reviewing Figure 13, we greatly estimate how much the algorithmic network intelligence 

trains over the duration and training periods, where results occur with a minimum batch loss (rms 

error) starting with 40 and ending with 25.56, versus a minimum batch loss starting with 800 and 

ends with 326.8. After completing the training operations of the proposed intelligent algorithm 

network, the training results of the resulting detected dataset will appear after passing through the 
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proposed RNN-LSTM algorithm network, which is displayed as shown in Figure 13 without AWGN 

and with AWGN effects. Finally, we can find the cumulative error plots and the final accuracy for 

the network operation level of the suggested deep learning algorithm by calculating the difference 

among the received results and the originally sent target results, as shown in Figure 14. 

 
(a) 

 
(b) 

Fig. 14: The results of training the detected data set as appeared after passing through the 

proposed RNN-LSTM algorithm network without AWGN and with AWGN effects, (a) Without 

AWGN, (b) With AWGN effect. 

 

By reviewing the results of training the data set using the proposed intelligence algorithm, we 

notice that the received data sets have been excluded from the effects of interlaced channels 

represented by the IRS matrix, so that the results appear pure and free of decay and distortions, 

especially if the effect of noise is not taken into account in Figure 14. The results also appear with 

deformities simple and acceptable, considering the noise effects in Figure 14. This indicates the 

success of the proposed deep learning algorithm network technique in training the data and 

eliminating the effects of the correlation channels represented by the IRS matrix. Moreover, the 

predicted and training error signals have been achieved as presented in Figure 15. 
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(a) 

 
(b) 

Fig.15: The results of training the detected data set as appeared after passing through the proposed 

RNN-LSTM algorithm network without AWGN and with AWGN effects, (a) Without AWGN, (b) 

With AWGN effect. 

 

Furthermore, the predicted and traininmg accuracy of the suggested deep earning IRS model 

have computed as displayed in Figure 16. 
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(a) 

 

(b) 

Fig 16: The results of training the detected data set as appeared after passing through the proposed 

RNN-LSTM algorithm network without AWGN and with AWGN effects, (a) Without AWGN, (b) 

With AWGN effect. 

 

Also, by observing the training results of the data set trained using the proposed intelligence 

algorithm, we notice that the accumulated error results charts give very low percentages, reaching a 

maximum of 0.0002. Also, the final accuracy results reach high percentages exceeding 99.97%, and 

this indicates the success of the technique. The proposed deep learning algorithm network trains data 

and eliminates the effects of engagement channels represented by the IRS matrix. Finally, for results 

validation, Table 1 shows the comparison among the achieved results with and without deep learning 

technique. 
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Table 1: Comparison of the achieved results 

 

 

 

 

 

 

Conclusions 

In this paper, deep learning algorithms have been investigated for improving resource allocation 

in multiple-input multiple-output (MIMO) networks engaged with intelligent reflective surfaces 

(IRS). The suggested deep learning RNN-LSTM algorithm trains the data and removes the effects of 

other sharing channels. In summary, our research focused on the capabilities of the deep learning 

algorithms in monetizing smart reflective surfaces in the context of resource allocation within MIMO 

networks. The suggested methodology has the potential for further improvements and customizations 

to accommodate diverse network structures and variables, thus opening prospects for further 

investigation in this area. The results of the simulation study indicate that the proposed methodology 

shows superior performance. These results have compared to existing technique as presented by the 

network performance metrics of spectral efficiency and energy efficiency. Moreover, the 

implementation of smart reflective surfaces has been shown to have a noticeable impact on resource 

allocation, especially in cases where resources are limited. Through the training results of the dataset, 

we notice that the accumulated error results plots provide very low percentages, reaching a maximum 

of 0.0002. The final accuracy results also reach high rates exceeding 99.97%, and this indicates the 

success of such technology.  
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