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ABSTRACT

Today, there are large amounts of geospatial data available on the web such as Google Map

(GM), OpenStreetMap (OSM), Flickr service, Wikimapia and others. All of these services called
open source geospatial data. Geospatial data from different sources often has variable accuracy
due to different data collection methods; therefore data accuracy may not meet the user
requirement in varying organization. This paper aims to develop a tool to assess the quality of
GM data by comparing it with formal data such as spatial data from Mayoralty of Baghdad
(MB). This tool developed by Visual Basic language, and validated on two different study areas
in Baghdad / Iraq (Al-Karada and Al- Kadhumiyah). The positional accuracy was assessed by
adopting National Standard for Spatial Data Accuracy (NSSDA). The evaluation procedure also
involved one and two-sample t-test to analyze and compare the accuracy of two study areas. The
findings found that the NSSDA accuracy of case study one was 15.48 m, while it was 8.71 m for
case study two. This indicated that the accuracy of the GM data is different from site to site. The
results also showed that the difference on mean was 6.16 m, which indicated that there is a
difference in GM accuracy in different areas. It was concluded that the GM data is inappropriate
for engineering applications that require high accuracy, but may be appropriate for applications
that need low accuracy such as the primarily surveying of engineering design projects, tourism
and reconnaissance....etc.
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1. INTRODUCTION

Recent development of geospatial data collection technologies and the growth of the
World Wide Web (WWW) (e.g. web 2.0) for different applications have led to a massive
increase in the amount of geospatial data on the Internet, Cartwright, 2008. The evolution of the
Web 2.0 service enables users to produce and share, download, embed and add information from
different online data sources. In literature, different definitions have been suggested to describe
data on web. For instance, One of the first people to define geospatial data on web was
Goodchild, 2007, who proposed Volunteered Geographic Information (VGI) to identify spatial
data which is collected and distributed on Internet. Turner, 2006, defined this technology as
‘Neogeography’ which consists of a set of techniques and tools that fall outside the realm of
traditional Geographic Information Systems GIS. The term ‘Neogeography’ was also used by
Flanagin and Metzger, 2008, to refer to non-traditional GIS techniques that produce geography
data without geographers. Howe, 2006, used the term ‘crowdsourcing’ to define geospatial data
on web. Although crowdsourcing not specifically referring to geographical data. This definition
is close to those of Antoniou, et al., 2010, used the term ‘User-Generated Content’ (UGC) to
refer to various types of media content which are publicly produced available on web. The
general idea of different descriptions of data on Internet was on how to use the Internet to create,
share, and analyze geographic information via multiple computing devices/platforms (traditional
desktops, iPads, or smart phones), Haklay, et al., 2008.
Today there are a wide range of geospatial data sources available on the Internet such as the
Google Map service, the OpenStreetMap (OSM) project, the Flickr service, the interactive
Wikimapia website, Yahoo imagery and others. Web mapping have continuously evolved with
the time and all of these services have been called Collaborative Maps. All of this new
information is open source geospatial data; therefore it is a legitimate topic for accuracy
assessment. Accuracy assessment is a problem for information in general and geographical
information in particular. Hence, it becomes a major issue with increased available data on the
web. In this research Google Map data has been chosen in order to evaluate its positional
accuracy for engineering applications. Different techniques and procedures were followed and
applied to evaluate GM quality as will be illustrated in the following sections.
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2. PREVIOUS RESEARCH ON VGI DATA QUALITY ASSESSMENT

In order to assess the quality of open source data to determine the appropriate usage for
such geographical Information System (GIS) processing, it is necessary to identify different
elements of spatial data quality, Delavar, and Devillers, 2010. These elements include:
positional accuracy, attribute accuracy, temporal accuracy, logical consistency and completeness.
In addition, there are other three elements of non-quantitative quality: purpose, usage, and
lineage, as shown in Fig 1. Recently, with increasing geospatial data on the Internet, several
researches have shown an increased interest in assessing the quality of open source data. For
example, Haklay, 2010, examined positional and completeness accuracy of VGI data by
comparing OSM data with Ordnance Survey (OS) reference dataset in London /UK. The
buffering technique was adopted to assess the positional accuracy and the results indicated that
there is a slight difference between OSM and OS datasets, while the completeness analysis
indicated that there are omission and commission in OSM dataset.
Ather, 2009, assessed positional accuracy of OSM data. The analysis was performed by
comparing the motorways data of OSM project with those formal OS Master Map Integrated
Transport Network (ITN) layer. The methodology was essentially based on buffer analysis
datasets. The results of this study found that the positional accuracy of OSM data is close to OS
Master Map dataset. Further quality tests were also conducted in terms of the number of users
per area and road name attribute completeness. Also it showed a positive correlation between
road name attribute completeness and number of users per area. Another study on VGI data
quality assessment was carried out by Kounadi, 2009, evaluated OSM data in Athens, Greece.
The quality analysis was achieved on positional accuracy, the completeness and thematic
accuracy of OSM road Network. The OSM data was compared with the Hellenic Military
Geographical Service (HMGS) data which is the official cartographic service in Greece. The
results found that the positional accuracy of OSM data is accepted when compared to HMGS
data.
Analysis of VGI data quality was also achieved by Ciepluch, et al., 2010. The comparison was
among data from GM, OSM, and Bing Maps (BM) in Ireland. Towns were chosen for these
comparisons for five case studies. The accuracy was evaluated under three main headings:
completeness, currency of the spatial information and ground-truth positional accuracy. The
results found that the OSM project has shown many positive and negative characteristics in
terms of providing a comprehensive mapping resource in Ireland. On the other hand, deduces
that the OSM and GM projects provide the update and current road configuration, Unlike BM
which estimate the data in more than one year old. In another major study, Zielstra, and Zipf,
2010, investigated the completeness of OSM data in Germany by comparing it with the
TeleAtlas data. This work extended the studies from England by Haklay, 2010 and Ather, 2009.
The results showed that the geospatial data has been continues growth to freely available
compared to open source spatial data in the past few years. Furthermore, the results indicated
that there is still a very strong heterogeneity of OSM data in a terms of completeness .The tests
showed that the larger cities is more complete than the medium -sized cities which can be
indicate that the people of large cities is more interested on VGI.
Hochmair, and Zielstra, 2012, used other examples of open source data which facilitate the
sharing of VGI in form of geotagged images. This measurement was conducted of 211 Flicker
and Panoramio images distributed throughout six urban areas in Germany by comparing the
geotagged position of photos to the position from where the photos were most likely taken. The
results revealed that the Flickr provided less accurate position information than Panoramio
image. In a study which set out to determine VGI data quality, Jackson, et al., 2013, tested VGI
quality in North America. The focus was on completeness and spatial error of linear feature such
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as roads and walkways and point features. They used three data sources: Federal government
Oak Ridge National Laboratory (ORNL) as a reference data source, OSM data, and Open Street
Map Collaborative Project (OSMCP) which is product of Unite State Geological Survey
(USGS). The finding showed that the automated matching methods of OSMCP data with
reference data source were more accurate than OSM data with ORNL datasets. While manual
matching of OSM data with ORNL datasets were more accurate than OSMCP data with ORNL
datasets . The main reason for that is due to the collection methods. The OSM data do not include
the quality control processes, unlike the collection methods for OSMCP undergoes to
government control.

Most of these researches focused on assessing the quality of OSM project. Therefore, the current
study has chosen Google Map data, as another source for open data on a web, to study and
analyze its quality such as positional accuracy measurement.

3. THE PROPERTIES OF GOOGLE MAP DATA

Google Map (GM) is a project designed to create and provide spatial data on Internet for
free (non-commercial usage). It includes many map-based services such as the Google maps
website, Google Transit (GT), Google Ride Finder (GRF), and maps embedded of the three
websites types via the Google Maps API, Books, and Wikipedia, 2010. For some countries
around the world, online spatial data is unavailable therefore Google has decided to open up
Google Maps data through Google Map Maker (GMM) service. Google Map Maker is a Google
Maps service that allows user to add or edit features, such as (roads, Points of Interest (also
called POIs such as restaurants, banks, hotels, etc.) and polygons). Google Map Maker is a
service launched by Google in June 2008, as a way to support the improvement of existing
Google map data through the expert knowledge of local citizens. It's also a proprietary project;
the GMM data can be downloaded for only 216 countries, Google Map Maker, 2013, as
presented in Fig. 2.
When seeing the dynamic nature of Google Maps, one might think there is something magical
going on under of dynamic nature. However, there’s really nothing magical about it, it's just
Hyper Text Markup Language (HTML), Cascading Style Sheets (CSS), and JavaScript working
together. Google Maps presented new concept in sense of content and interactivity, which is
beginning in 2005. The concept is based on the AJAX (asynchronous JavaScript and XML)
which implies possibility of adding additional information on map by using a free access of
programming code called Application Programming Interface (API), Svennerberg, and
Drimmie, 2010. An APl is a set of programming instructions and standards for accessing a Web-
based software application or Web tool. API is available for use by programmers in form of
coding in some of scripting programming languages, such as PHP, ASP.NET, or ColdFusion.
The API sends information about the new coordinates and zoom levels of the map in Ajax calls
that return new images, Garrett, 2005. Google Map helps people to navigate map information.
The GM interface is simple, intuitive, and easy to use. It consists of several user controls for
managing or monitoring the map, such as zoom control, scale, and gets point—to—point driving
directions, Kanduri, 2012.
Google Map data depends on Universal Transfer Marketer Projection (UTM). When the earth is
perfectly spherical, the projection would be the same as the Mercator. Google Maps uses the
formula for the spherical Mercator, but cannot show the poles. Unlike Google Earth (GE)
coordinates system have 3D, the GM coordinates system have only 2D, Books, and Wikipedia,
2010. The coordinates system used in GM is the Word Geodetic System 84 (WGS84), which is
the same system of the Global Positioning System (GPS).The coordinates are expressed using
latitude and longitude. Gibson, and Erle, 2006 mentioned that the property of Mercator
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Projection (MP) of GM. It treats all lines of latitude as being perpendicular to all lines of
longitude, and the MP conserves angles across local areas on the map, which is making it
suitable for guiding navigation. Indeed this is one major reason of the Mercator projection
continues to be used after 300 year, on the despite its tendency to distort the areas around the
poles.

4. SITES OF THE STUDY

In this study two different study areas were chosen located in Al-Karada-Baghdad/Iraq
and Al- Kadhumiyah-Baghdad/lrag, as shown in Fig. 3 (a and b). The main reason for this
choice was to compare the positional accuracy of GM data in two different areas. In order to
assess the positional accuracy, the preparation of the datasets was included selecting a well-
defined points in tested datasets such as road intersection, building corners...etc. The selected
points have the same coordinate systems and same projections in both tested and reference
datasets. The number of tested points and area of two case studies are shown in Table 1.
Geospatial dataset for two study areas were obtained from Mayoralty of Baghdad (MB),
department of Geographic Information System (GIS) and Google Map (GM). The dataset were
shapefiles and included several layers such as parcels, main road networks, street road networks,
municipality boundaries, private and public buildings. The points were extracted for the edge of
parcels and centerlines of the roads which provided into two datasets as can be seen from Table
1.

5. STATISTICAL METHOD FOR EVALUATING POSITIONAL DISCRIPENCY

One of the major concerns of geospatial data is accuracy. Positional accuracy of data may be far
more important from other elements of quality to give users the position correctly. Accuracy can
be grouped into two main categories: qualitative and quantitative. Also positional accuracy can
be divided into two types: horizontal and vertical accuracy of a map or geospatial datasets,
Congalton, and Green, 2009. Many organizations have established standards in a variety of
ways as national or international standards. It can be used for the positional accuracy assessment,
Taupier, et al., 1999. Most standards were designed in order to describe GIS data quality. The
Spatial Data Transfer Standard (SDTS) from the American National Standards Institute (ANSI),
for example, was approved in 1998 and considered five aspects of Geographic Information (Gl)
quality: lineage, positional accuracy, attribute accuracy, logical consistency and completeness.
National Map Accuracy Standards (NMAS) was revised in 1947 in order to set standards of
planimetric accuracy for paper maps, Accuracy Standards of Large Scale Maps, the Engineering
Map Accuracy Standard (EMAS), Congalton, and Green, 2009. These standards were helpful
but not specifically designed for digital geospatial data. Therefore, a more comprehensive
standard was needed, due to the fact that geospatial data can be easily manipulated formats
output, and reproduced at varying scales. In 1998, a committee of the Federal Geographic Data
Committee (FGDC) developed and formed the National Standard for Spatial Data Accuracy
(NSSDA). This standard enabled users to test and analyze positional accuracy of digital datasets,
with respect to ground geospatial data of higher accuracy.

The NSSDA presents guidelines for the distribution of tested points. It assumed that the area to
be evaluated is a rectangle. The tested area is divided into four quadrants and a diagonal is to be
established across the area. Tested points should be spaced at interval of at least 10 percent of the
diagonal. At least 20 percent of tested points are to be located in each quadrant. In addition, the
minimum number of tested points should be no less than 20 well-defined points in order to
evaluate the accuracy of the datasets. The NSSDA is index of relative horizontal accuracy which
is tested at the 95% confidence interval, and it can be calculated as shown in Egs. (1) and (2):
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RMSEp = \J¥(Eq — EQ)? /n, RMSEy = /XNy — Nc)? /n (1)
RMSE = /(T (6E)? + (6N)?) /n (2)
n : The number of tested points,

E4, Ny : The coordinates of formal dataset,

E., N, : The coordinates of tested dataset, and

8E2;,8N?; : The differences in easting and northing for i**check points, between formal and
tested datasets.

The NSSDN accuracy can be computed for two cases as shown in Egs. (3) and (4):

If RMSE, = RMSE,, then

RMSE, = \/2(RMSEg)? = \/2(RMSEy)? , = 1.7308 » RMSE (3)
If RMSEx # RMSEy , then
NSSDA Accuracy = 2.4477 * 0.5 * (RMSEy + RMSE), ) 4

In this research, tests were undertaken applying the NSSDA methodology to examine and
analyze the relative positional discrepancies of tested points in both study areas. FigS. 4 and 5
show the distribution of tested points according to NSSDA methods.

6. PROGRAM DESIGN FOR IMPLEMENTING RESEARCH METHODOLOGY

A visual tool interface or graphical user interface (GUI), by using Visual Basic
Language, was implemented and designed to assess the quality of Google Map (GM) data. The
intention was to create a user-friendly interface incorporating quantitative and visual analysis of
GM dataset. The workflow of the designed program is illustrated in Fig. 6. By using designed
interface, there are three main steps to determine and analyze positional accuracy, as shown in
Fig. 7. First, data can be imported as a text file (.txt) for the coordinates of tested points. Second,
the comparison and analysis of tested datasets will start by applying the methodology of this
research. Third, output results (graphs and quantities values) can be exported and saved as a
report.
After loading coordinates data, one can select positional accuracy assessment option from the
main program interface. A window will appear to assess the positional accuracy of case study
one, as illustrated in Fig. 8. This window has many options: Back, Run, Next, Export output, and
Diagrams. These options can be used based on the needs of users. From Fig. 8, one can notice
that the positional descriptive statistics are reported numerically, also box plot to represent t-
distribution of different in easting, northing, and Euclidian distance of tested points. In addition,
remarks to accept or reject the outcomes of case study one. Similarly, Fig. 9 shows interface for
evaluating the positional accuracy of case study two.
In this research, two-sample t-test was also adopted to compare the mean of the accuracy of GM
data in two sites, as presented in Fig. 10.
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7. POSITIONAL ERROR CHARACTERIZATION

The examination of positional error was conducted in a number of ways to determine the
quality of Google Map (GM) data. Firstly, basic descriptive statistics were determined including
mean, median, minimum, maximum, standard deviation, variance, and inter-quartile range.
Secondly, statistical significance was analyzed using one-sample t-tests to investigate the
relationship between GM data and Mayoralty of Baghdad (MB) data. In addition, a comparison
between the two study areas was undertaken by applying two-sample t-test. Thirdly, boxes plot
were created to interpret the outcomes.
Table 2 provides a comparison of the descriptive statistics of the differences in Easting and
Northing (E, N) of case study one (Al-Karada-Baghdad). The mean errors of the sample were
(1.016.-9.851) of differences in (E, N) respectively. The median errors were (0.888,-10.866) of
differences in (E, N) respectively. Form the table below, one can also see that the median value
are smaller than the mean values which indicates that the distribution of differences of E could
be normal .The standard deviation values were (2.033, 3.256) of differences in (E, N)
respectively. A low standard deviation indicates that the tested points tend to be very close to the
mean; while a high standard deviation indicates that the tested points are spread out over a large
range of values. The mean and standard deviation are very important parameters for distribution
of measurement values for normal distribution. In this research, the mean and standard deviation
values are almost close to each other and which indicates that they are subject to be normal
distributed. Similar observations can be made for the tested data of case study two (Kadhumiyah-
Baghdad), as shown in Table 3.
As mentioned earlier, one-sample t-test was also applied to calculate the error values between
reference and tested datasets. In one-sample t-test, the null hypothesis should be stated
as(Ho: ul = p2): where pu1 is the mean of the first dataset (case study one), and p2 is the mean
of the second dataset (case study two). On the other hand, the alternative hypothesis should be
stated as(H1:ul # p2). For this project there are two values to accept or reject the null
hypothesis: t-critical and p-value. the null hypothesis(H,) assumed to be a smaller or equal to 0.6
depending on the accuracy of MB, While the alternative hypothesis(H;) suggested to be greater
than 0.6. The critical value usually obtains from the t- distribution. If the t-value falls within the
non-rejection region, the null hypothesis at 95% CI cannot be rejected. It should reject the
alternative hypothesis when t-value falls into the area of the rejection region. Whereas, P-value
referred to significance level, it is used as a standard for accepted and rejected the null
hypothesis, Black, 2011. For this study, 95% CI was applied according to NSSDA approach
whereas P-value was 0.05. The findings in Table 4 showed that the t-value was 24.307, t- critical
was 1.960, and p-value was 0.000 which referred to that the t-value is larger than the t- critical,
and the p-value is less than the «(0.05). This has sufficient evidence to reject the null hypothesis
and accept the alternative hypothesis. The two-sample two-test found that the mean of the case
study one (Al-Karada-Baghdad) was 10.190 m, while the mean value of the case study two (Al-
Kadhumiyah-Baghdad) was 4.015m. This proves that there is a difference in the average
deviation of the accuracy of the Google Map (GM) data in different study areas which was 6.175
m. Also, other statistical analysis, such as RMSE and NSSDA accuracy, showed that case study
two have different values of case study one, as demonstrated in Table 4.
The results showed the accepted the alternative hypothesis and should be reject the Null
hypothesis into both study areas based on the t-critical and p-value. This indicates that the data
GM data cannot be appropriate for the purposes of engineering applications.

89



Number 1 Volume 21 January 2015 Journal of Engineering

8. DISCUSSION AND CONCLUSION

A methodology has been developed to evaluate the positional accuracy of Google Map
(GM) data. Tests were conducted using the National Standard for Spatial Data Accuracy
(NSSDA) to assess the relative positional accuracy of tested dataset. Then, the RMSE values
were calculated, yielding comparative measures of positional discrepancy. The linear
displacement (magnitude of error) of each point was determined by measuring the Euclidean
Distance (ED) between the points of reference and tested datasets. The descriptive statistics such
as mean, median, standard devotion, maximum, minimum, variance, and interquartile range for
the differences in Easting and Northing were computed. A tool was designed using Visual Basic
program to represent and analyze the results of positional accuracy. The code of this program
contents three parts: input data, analysis, and output results. Two interfaces were designed for
assessing positional accuracy of two study areas in order to reduce time and efforts for
comparing the mean value of two-sample t-test.
The results of this analysis showed that the informal (GM) data does not match the formal
datasets (MB) in any of the case study areas. The NSSDA accuracy at 95% Confidence Interval
(CI) of the first case study (Al-Karada-Baghdad) was equal to 15.48 m for 260 tested points.
While in second case study (Al- Kadhumiyah-Baghdad) was equal to 8.71 m for 300 tested
points. This refers to that 95% of tested points have an error with respect to formal data
(Mayoralty of Baghdad (MB)) equal to or smaller than 15.48 m, 8.71; whereas 5% of tested
points have an error larger than 15.48, 8.71 m. In general, therefore, it seems that the easting of
GM data is more accurate than the northing of GM data when compared with formal dataset
(MB).
The results of one-sample t-test indicated that the accuracy of GM data larger than the threshold
value (0.6 m) which indicated that the GM data is not suitable for accurate Engineering
applications. The findings of two-sample t-test revealed that the case study two was more
accurate than case study one. The difference of mean between two study areas was 6.18 m. This
provides strong indication that the accuracy of GM data does not equal over different area. It
concluded that the GM data can be used for engineering applications that need low accuracy
such as the preliminary surveying of projects design, tourism, and reconnaissance.
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NOMENCLATURE

n = the number of tested points, dimensionless.

Eq4, Ngq = the coordinates of formal dataset, m.

E., N. = the coordinates of tested dataset, m.

RMSEg = root Mean Square Error in Easting, m.

RMSEy = root Mean Square Error in Northing, m.

RMSE = total Root Mean Square Error, m.

Germany,

13th AGILE

International

8EZ2,,8N?; = the differences in easting and northing for it"check points, between formal and
tested datasets, m.

Table 1. Study areas and their properties.

Data sets Upper left corner Lower left corner Number of |Area «m?
Easting ;my | Northing ;m) | Easting ;) | Northing m) tested points
Study Area (1) |441998.350 | 3682841.827 | 449162.768 | 3683916.910 260 9.824
Study Area (2) |436255.880 | 3694110.799 | 439454.114 | 3688523.522 300 15.054

Table 2. Statistics computed from differences in Easting and Northing of case study one.

Statistics Diff .in easting (m) | Diff.in northing (m)
Mean 1.016 -9.851
Median 0.888 -10.866
Standard deviation 2.033 3.256
Maximum 6.842 5.854
Minimum -4.565 -13.839
Variance 4,131 10.605
IOR 2.379 3.107
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Table 3. Statistics computed from differences in Easting and Northing of case study two.

Statistics Diff .in easting (m) | Diff .in northing (m)
Mean -0.116 -1.794
Median -0.031 -0.447
Standard deviation 2.403 9.309
Maximum 6.322 6.669
Minimum -6.676 -13.940
Variance 5.777 86.659
IQR 2.798 3.781

Table 4. Comparison of Root Mean Square Error (RMSE), National Standard for Spatial Data
Accuracy (NSSDA), and t-distribution positional discrepancies for compared datasets.

Case study RMSE (m) NSSDAm) t- value | t-critical p-value
Al-Karada_ Baghdad 10.621 15.479 51.577 1.960 0.000
Al-Kadhumiyah_ Bagdad 5.428 8.713 16.192 1.960 0.000

,  Absolute accuracy
= /- Relative accuracy
Positional / 2
Accuracy T z S
: { Horizontal accuracy
Attribute ' Vertical accuracy
Accuracy
. Temporal accuracy
Temporal /| Temporal consistency
HECROE \ e
e S ~  Temporal validity
S Conceptual consistency
Data Quality ; ke b i
Elements 3 - . :
Logical /- Domain consistency
Consistency "~ - Topological consistency
" Formal consistency
Completeness Omission
Comission
Lineage
Purpose
&Usage

Figure 1. Data quality elements and sub-elements.
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FOVERED BY

| Map | sat [ Ter [ Earth |

92012 Googlel

Figure 2. Google Maps Maker data availability.

(http://www.google.com/mapmaker/mapfiles/s/launched.html).

‘i’ 1:5,000 5, .

1NL— 1: 5,000

(a) Formal data Karada (case study one).

(b) Formal data Kadhumiyah (case study two).

Figure 3. Formal data (source: Mayoralty of Baghdad (MB)).
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Figure 5. The distribution of tested points (case study two).
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Figure 6. The workflow of the designed program.
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Figure 7. The main interface of the developed program.
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Figure 8. Interface for positional accuracy analysis (case study one).

97



& Positional Accuracy. / LUMA 2013 =

Number 1

File

Positional Accuracy Assessment of Case Study Two

Volume 21 January 2015

Journal of Engineering

Diff.in E(m) Diff.in N (m)

Total Error in test points (Euclidean
Distance (m) Direction(deg)

NSSDA accuracy (m) 8.713

‘ <k | mm |

0.121 = BRI 1758 ~ [seer &
1110 [ [0.000 ] L0 [ [3%9931 [
0.120 6.669 6,670 270018
1031 v 5543 - 5,638 - firesie -
Namber of Sample| 300 | BD = EAE)Z + (AN)Z;n
Discriptive statistics
Diff. in Eeasting (m) Diff. in Northing (m)
Mean 0.116 Mean -1.794
Meadian [0t Meadian [os
Standard Deviation | 2123 | | Standard Deviation [ 4595
Maximum [763337 Maximum 666
Minmum 5676 Minmum 13940
QR 2.798 QR 3781
Positional One-Sample T-test
RMSE(E) (m) 2123 i
RMSEQY) (@) oo T-Value 16192
RMSETotal(m) 5428 J.Cettical s 1960
P-Value 0

95 9% CI (3.602)

I‘ Export Output

Boxplot of Diff in Easeting Total error in test point (Eucli destance)
T l—l ' T
|
@
" " " + 4 )\ | L L 4 \ |
6 -4 2] 0 2 0 2 4 6 8 10 12 14
Easting (m) Euclidean Destance(m)
Bosplot of Diff in Northing
Remarks: GOL)SIQ
maps
Evaluation depending on T-Value ‘
The Hypothesis is rejected o
QI=2814 ”‘1,/
Median = - 447 Evaluation depending on P-Value A
Q3= 968 I ] The Hypothesis is rejected
IQRange = 3.781
|Whiskers to: -8.389, 5.807
N= 300
T Y § 3 I
Northing (m)

Figure9. Interface for positional accuracy analysis (case study two).
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Figure 10. Interface for comparing the accuracy of GM in two different study areas.
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