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FUZZY PETRI NET MODEL ANALYSIS USING
PIVOT AND INVARIANT METHOD

Abed Al-Hamza Mahdi ITamza
University of Kufa, College of Sciences.

Abstract

In this search, pivot, invariant and fuzzy logic arc used for the analysis of
Fuzzy Petri Net (FPN) model, in order to detect and climinate the cyclic behavior
which occurs in the fuzzy Petri net model.
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1- Fuzzy Petri net

Petri Net.models have emerged as a very promising performance modeling
tool for systems that exhibit concurrency, synchronization, and randomness. This
search uses Petri Nets as a modeling too! for knowledge refinement. Newral nets nsed
as learning tool, beeause the weakness of Petri nets learning capability, -

Petri Nets (or place-transition nets) are bipartite graphs and provide an clorant
and mathematically rigorous modeling framework for discrete cvent dynamical
systems [1]. They manipulate events according to certain rules. This section cxplaing
some of the main concepts of a Petri Net and how they can be used to analyze syslem
coherency and coordination [3], {12].

Definition: A PN is a four-tuple (P, T, T, W, Mo) (1.1)
where

P={pl, p2, p3, ..., pn} is a set of placcs

T'={11,12, 13, ..., tm} is a sct of transitions

F(P = T) (T x ) is the set of arcs from places to
{ransitions and {rom transitions to places in the graph;
W.Iw O — {1,2,3,...} is thec weight function on the arcs;
POT=¢andPuUT=¢
Mg P—{0,1,2,3, ....... } is the mitial marking,

The set of input (output) places of transition t;:

=0t )= {pi eP «(pity) €F } s =00 )={ pi P (4 ,p)) cF 3
Similar notation can be used I(pi),O(pi).

Pictorially, places are represented by circles and transitions by bars. In some
rmodels, places represent conditions or resource in the system while transitions model
the activities in the system, while other models use the opposite representation. Places
and transitions are connected by arcs. Places represent an “OR” situation, where only
one of the arcs starting from it can be activated. Transitions represent an “AND”
situation. When a transition fires, all the arcs starting from the transitions et
activated. Figure (1.1) shows a Petri Net with five places and four transitions. In this
Petri Net P = {p1, p2, p3, p4, p5} is the sct of places, and T = {t1, t2, (3, t4} is'ihe set
ol transitions [4],[16],[18].
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Figure (1.1): A Petri Net Model

- - Invariant Analysis:

One of the structural propertics of Petri nets, i.c. properties that depend oLy
vit the topological structure of the Petri net and not on the net's initjal marking, is .
sl duvariants. There are two kinds of invariants: place invariants and transition
Lvariunts [2f, [5], [91.

Place invariants are sets of places whose token count remains always constanl.
{hey are represented by an n-column vector X, where i is the number of places of the
wit net, whose non-zero cntrics correspond to the places (hat belong to the particular
iee nwvariant and zeros cverywhere else. Every integer vector x which satisfies the
ofowing equation

e [P : (1.2

~OIC f1, 15 the net's initial marking, while u represents any subscquent marking,
-anes a place invariant, iquation (1.2) means that the possibly weighted sum of the
~ene in the pluces of the invariant remains constant at all markings and this sum is
cermined by the initial marking of the Petrd net. The place invariants arc defined by
Dteper veetors which satisfy the following cquation

L=y (1.3)

whiere 4 is the (1 x m) composite change matrix of the Petri net, with n being
- mutaber of places and m the nuinber of transitions of the nct. It is cusily shown it
..y lincar combination of place invariants is also a pluce invariant for the net.

Transition invariant denotes which transitions must firc and how many tinics
A, so that the initial marking is repeated. They arc represented by an m-column
wtor y which contains integers in the positions corresponding to the transitions
.onging to the transition invariant and zeros everywhere clse. The integers der. e
"W nany tines the corresponding transition must fire in order for the initial mark..:g
be repeated. They can be computed from the following cquation
v = () (1.4)

As with place invariants, any lincar combination of transition invariants is
¢ a transition invariant for the Petri net, The existence of transition invariants in iie
tri hiet denotes a eyelic behavior.

Place and transition invariants are important means for analyzing Petri nets
c¢ they allow for the net's structure to be investigated independently of any
1amic process [7],[10],[13].
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Another advantage of the invariants is that analyses can be performed on local
subnets without considering the whole system. Invariants arc also used for mode]
verification [14],{11]. ,

Net invariant analyses comprise all processes which aim at the solulion of
systems of {inal equations derived from the incidence matrix of the net.

A net is covered by place invariants, if there exists a p-invariant which assigns a
positive value to each place [15], {17]. A net is covered by transition invariants, il
there exists a t-invariant which assigns a positive value to cach transition.

The place or transition invariants of a net arc the integer solutions of the
homogenous system of lincar equations 4”.x = 0 or Ay = 0, respectively, where o is
the incidence matrix of the net.

The components of p-invariants arc interpreted as weights of the respective place
[11]. The weighted amount of tokens is invariant with respect to firing. The
component of T-invariants can be interpreted as firing. numbers of the respective
transmission (nepative values correspond to the reverse firing).

Firing all transitions as many times as their firing number indicates Ieads to
the same marking as before,

IFor the matrix shows below

PP, Py Ty P
-1 1 0 0 0
] -1 0 0 0 1
] 0 -1 a1 1 9
| 0 0 1 1 -1
11 0 0 o 0

The entry -/ means that the transition (4} subtracts a token from place ().
The entry / means, on the other hand, that firing the {ransition (1} adds a token mio
palace (p;). -

- An n-vector x (m-veetor ) of integers is called a P-invariant (7-invariant) if
Ax=0 (Ay= 0). The set of places (transitions) corresponding to nonzero entrics in
Peinvariant x > ¢ (1~ invariant 3>0) is called the support of the invariant. A support is
said lo be minimal, if it cannot be represented as a lincar combinution of otber
invariant, The support Sup (i) of a P-invariant is the set of places that have non-zero
welglts in the invariants. The weighted number of tokens on the support of a p-
invariant is constant for all reachable marking,.

3- Pivot Method

Analyzing a Place-Transition (P7) net by calculating its invariants is in most
cascs more time and space efficient than inspecting the reachability set, since the
complexity[$],[1] of this kind of analyses depends only on the number of places and
transitions and not on the size of the reachability set.

This section introduces the operation of pivoting and censiders systems

of lincar cquations which don’t have unique solutions, [12], [13], {9], and [2].

Roughly speaking, thc Gaussian climination mcthod applicd to a maleix
proceeds as follows: Consider the columns one at a time, from left 1o right. For cach
column usc the clementary row operations to transform the appropriate cntry to one
and the remaining entries in the column to zeros (the "appropriatc cntry is the first

AR
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cntry m the first column, the second centry in the sceond column, and so forth) . This
sequence of elementary row operations performed for each colwmn is called pivoling.
Nore preciscly:

Method: To pivot a matrix about a given nonzero entry:

1-Transform the given entry into a one.
2-Transform all other cntries in the same
column into zeros.

Pivoting is the basis for the simplex method of solving lincar prograinming
problems. .

Gaussian climination method [9] transforms a system of linear cquations into
diagonal {form
1. Write down the matrix corresponding to the lincar system.
2. Make sure that the first entry in the first column is nonzero. Do this by
interchanging the first row with onc of the rows below it, if necessary.
3. Pivot the matrix about the first cntry in the first column.
4. Make sure that the second entry in the second column is nonzero. Do tLis by
interchanging the second row with one of the rows below it, if necessary.
5. Pivot the matrix about the second entry in the seccond column.
0. Continue in this manner.
4- Write the equations corresponding to the last matrix read;
5- Specify values (1, 0) for the independent variables, and compute the dependent
variables; Form the invariants which are obtained from different values of the
variables {dependent and independent); the obtained hiyvariant
must satisty the following cquation: Ay =0 {using T-Invariant} or

Alx=0 {using P-Invariant} y and x arc invariants.

Exawmple :
In the figure (1.2) shown below find the scts of invariants.

tr. P_}

Py

l tI‘4

Figure (1.2): Fuzzy Petri net model analysis

AT
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Problent solving steps:

1-Define the transpose incidence matrix A7

P1 Pz D3 D4

s

tt -1 1 0 0 o

- th [ 1 -1 0 0 0
Al= 1 0-1t -1 1 o
ty {1 0 0 -1 1

ts |6 6 1 0 -1

Steps of using pivot methods
Stepy: Find an element a (1, 1) # 0, and use it as a pivot point;

ivot

clement

\A—l 1 0 0 0
1 -1 0 0 0
1 SR | -1 1 0
1 0 0 -1 1
{ 0 1 -1

Step;: Transform all other entries in the same column into zeros;

-1 10 ¢ 0
{ 0 0 0 0
0 -I -1 1 0
0O 1 0 -1 1
0 0 1 0 -1

Steps: Repeat stepy and step; until no other pivot element 15 obtained,
-11 0 0 ¢

S S R
0

01 -
0 0 1 0 -1
Pivot
-1 0 4 1 ¢
0 -1 -1 1 0
0 ¢ -1 +“HG—1t ’1vol
0 0 1 0 -1 -
-1 0 0 1 -
0 -1 0 1 -1
¢ 0 -1 0 1

Ay
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Stps: There are no other pivots obtained. Now construct the following cquations:

Si—Xsthxe=00 L veen(1) X[ =X4—Xs
“Xi-Xshxy=0 ...(2) X3 = X4=Xs
Xyt xs=10 teveaes veee (3} X3=Xs

Steps: Follow back tracking by using binary logic to give valucs (0, 1) to independent
vaifables xy, x5 and compule value of dependent variables (x,x5,x3) as follows:

X3 X2 | X1 g
0 1. 1
1 -1 -1
1 0 0

Step6: Finally the following three invariants are obtained:
i=(11010}
2=1001 1 1]
J=i-1 -1 1 0 1]
‘ The correctness of these invariants can be proved by the following cquation:
Alix=0
From invariant x= {-1,-1, 1, 0, 1}
the negative sign denotes that place p; and p; are on cycle behavior.

From the net given in figure (1.2), one can find the transitions which are on cycles as
follow:
I-Deline the incidence malrix A

h oty oty g
mi-1 1 0 1 ¢
p:/1 -1 -1 0 0

1
0
1

A= p;l0 0 -1 ¢
ps] 6 0 1 -1
ps| 0 0 0 1 -

By using pivol and invariant methods, the following three invariants are obtained:
1=[11000]

L=[190111]

3=12 111 1]

Liie correctness of these invariants can be proved by the following equalion:
Ay=10

From invariant [/7000] and the matrix 4, one {ind from figure(1.2), that (¢,
1,) are on cycle, such that from the matrix 4, # is input to prand itisoutputto py, £, is
input to p; and it is out put to pz { pr ,tr.pst2p1).

From invariant [/ 0/ 7 I] and the incidence matrix A , one find from
figure(1.2), that (¢ ¢ 3, (44 ts 13} arc on cycles, such that (14—
Pi—H1-2p2=3-2py—ty) forms the cycle net for (4,11,13), (ts~2ps—ts—n3 3 y)
forms the cycle net for (7,£5,15).

Aot
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Fuzzy Petri Net Model Analysis using T-Invariant
The incidence matrix (transition matrix), invariant solution for the model
shows mf ure 13 are shown.in Figure (1.4).
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Figure (1.4): Incident matrix and invariant solution.

From figure (1.4), onc can estimate that 4 and ty are on cycle. The method to
climinate cycles is the adjustment of threshold of transitions on cycle. The threshold
15 chiosen to be the largest fuzzy belief on the reasoning path from the axioms {L{r,
1)} in our proposed system to the selected transition (trg).

This Is achieved by sectting the threshold for transition tryto 0.9,

- Conclusions

The advantage of analyzing a Fuzzy Petri Net (PN) by caleulating its
invariauts is in most cascs more time and space cfficient than inspecting the
reachability set, since the complexity [8] of this kind of analysis depends only « . i
aumber of places and transitions and not on the size of the rcachability set,

The major weakness of Petri nets is the complexity problem, i.c., Petri no--
based model tends to become too large for analysis.

S~ Future Work
I- Designing a reasoning model of fuzzy time Petri nets that can “andle
fuzziness of time tokens; -
2- Designing properties of a fuzzy Petri net by which you can say that tic nct
will exhibit limit cycle for some ranges of initial fuzzy belicfs;
3-Using pivot and invariant method in the analysis of fuzzy Petri net me.'el.
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