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ABSTRACT 
The key objective of this research is to compress the speech sound or in another 

meaning coding speaker sound with a small matrix called code book represent the 
speaker sound information this is done by using Vector Quantization method 
(VQ).The sound features here represented with both types Linear Predictive 
Coding (LPC) and autocorrelation coefficients that represent the data base of this 
research. 

The algorithm is tested upon a database consist of matrix with dimensions 
(54*13) which represent speaker sound information with normalized 
autocorrelation coefficients and compress it to a codebook (CB) contain 8 
codeword (8 CW) with autocorrelation coefficients and the other CB with LPC 
coefficients of order p=12. From this project we can notes how much the sound 
information can be compressed which represented at first with a matrix of 
dimensions (54*13) and transfer it to a matrix with dimensions (8*12) or (8*13) 
with same feature sound of speaker. 

In this project there is no focus on LPC method and how it work but used it in 
extracting Sound features in another program which represent data base for this 
project and inter it to VQ algorithm 

 The algorithm was examined through computer simulation using Matlab 
version 6 programming language and under Microsoft Windows XP operating 
system. 
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 ترمیز صوت المتكلم باستخدام تقنیة تكمیم المتجھات

 
 الخلاصة

ان الھدف الرئیسي لھذا البحث ھو ضغط المعلومات الصوتیة للكلام اوبمعنى اخر تشفیر        
صوت المتكلم بمصفوفة صغیرة تدعى كتاب التشفیر یمثل معلومات صوت المتكلم وھذا تم تنفیذه 

معامل ان المیزات الصوتیة ھنا تم تمثیلھابكلا النوعین،  .VQباستخدام طریقة تكمیم المتجھات 
 لتنبؤ الخطي ومعامل الارتباط.تشفیر ا

والتي    )54*13ان الخوارزمیة تم اختبارھا على قاعدة بیانات تتكون من مصفوفة ابعادھا (      
من یتكون  CBبمعامل الارتباط الطبیعیة وضغطھا لكتاب تشفیر   تمثل المعلومات الصوتیة للمتكلم

مع معامل الارتباط الطبیعي والكتاب الاخر مع معامل تشفیر التنبؤ الخطي  CWتشفیر  كلمات 8
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.ومن خلال ھذا البحث نلاحظ كم تم ضغط المعلومات الصوتیة حیث  كانت P=12مع رتبة تشفیر 
) مع بقاء 8*13) او (8*12) وتحویلھا الى مصفوفھ حجمھا (54*13تتمثل بمصفوفة حجمھا (

 المیزه الصوتیھ للمتكلم.
ولكن تم  وكیفیة عملھا في ھذا البحث لم یتم التركیز على طریقة تشفیر التنبؤ الخطي      

استخدمتھا في برنامج اخر لاستخراج المیزات الصوتیة لم یتم التطرق الیھ واعتبارھا كقاعدة 
 .  VQبیانات لھذا البحث وادخالھا لخوارزمیة تكمیم المتجھات 

 Matlabان الطریقھ المقترحة قد تم اختبارھا من خلال برامج محاكاة بالحاسبة باستخدام برنامج 
 XP.كلغة برمجة تحت نظام تشغیل وھو  6
 

INTRODUCTION 
he theory of vector quantization (VQ) has established a wide variety of 
techniques for quantization spectral shape to minimize overall spectral 
distortion. Such vector quantizers have been widely used in the areas of 

speech coding, vocoding, image coding and speech & speaker recognition [1, 2]. 
 Vector quantization is a data coding technique in which the vector of acoustic 

parameters, which represents a segment of speech, is replaced by a single 
codeword. This codeword is an index number to an entry in a predetermined 
ordered set of reference segments referred to as codebook. It represents a 
partitioning of acoustic space in the domain of speech being quantized [3]. 
     Vector quantization (VQ) is a generalization of scalar quantization to the 
quantization of a vector (an ordered set of real numbers). VQ has received 
much attention as a powerful technique for data compression. It has been 
shown that VQ is an effective method for coding speech, images, and video 
signals. According to Shannon's rate-distortion theory, a better performance 
is always achievable in theory by coding vectors instead of scalars, even 
though the data source is memory less. Furthermore, the vector extension of 
Bennett's high quantization theory shows explicitly the performance gain 
that may be achieved by using VQ's. There exists major advantages of a VQ 
over a scalar quantize.  
 
THEORY 

The basic concept of vector quantization is schematically depicted in figurer 
(1) and it is constructed as: - 
The speech is segmented into successive short frames and a vector of finite 
dimensionality represents each frame of speech. The vector may be in the form of 
sampled data or autocorrelation coefficients terms or linear predictive coefficients, 
etc, this vector is called training vector [4]. 
   These vectors that produced from last step are mapping from large vector 
space to a finite number of regions in that space. Each region is called a cluster and 
can be represented by its center called a codeword (CW), which represents feature 
vector for a known speaker. The collections of all codewords are called codebook 
(CB) [5].                                                                                       
      Codebook generation requires an iterative process much like a clustering 
algorithm involving a large number of spectral comparisons, and produces a finite 
collection of spectral model vectors (codebook) so that the average spectral 
distortion from all the input vectors to their best match in the vector collection is 
minimized. The same spectral comparison strategy in the codebook generation 
process is executed in the quantizers. Each input speech vector is mapped to the 

T 
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codebook entry (codeword) index corresponding to the best match vector. Speech 
compression or rate reduction is accomplished by using the indexes as storage or 
transmission parameters [4]. 
 
 

 
 
 

 

 

 

 

 

  Hence Vector quantization technique can be regarded as a classification or 
clustering method where multidimensional space occupied by the training vectors 
is partitioned into a set of mutually exclusive convex regions each of these regions 
represents a different cluster of data i.e. code words. The collection of centroids of 
the regions will represent the codebook as shown in figure (2). So it is possible to 
classify input vectors into groups that have the same features in a single group 
[6,7]. 

 
 

 

 

 

 

 

 

 

 Vector quantization (VQ) can perform data compression technique in which 
vector of acoustic parameters, that represents a segment of speech, can be replaced 
by a single symbol or codeword. This symbol is an index number to an entry in a 

Figure (2): Partitioning of a vector space into VQ cells with each cell 
represented by a centroid vector. 

          

Figure (1): -Block diagram of the basic VQ training and classification 
 structure 
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pre-determined ordered set of reference segments, referred to as the codebook; 
these codebooks represent a partitioning of the acoustic space in the domain of the 
speech being quantized [8]. 

Thus Vector quantization provides the capability of mapping vectors from a 
large vector space to a finite number of regions in that space .The data is thus 
significantly compressed; yet still accurately represented. Without quantizing the 
feature vectors the system would be too large and computationally complex. In a 
speaker recognition system, the vector space contains a speaker’s characteristic 
vectors, which are obtained from the feature extraction, which will describe 
latterly. After vector quantization takes place, only a few representative vectors 
remain, collectively known as delineation for the speaker, and is used when 
training a speaker in the system [9]. 

 
Advantages and Disadvantages of VQ 
The key advantages and disadvantages of the VQ representation are [6]: - 
1. Reduced storage for spectral analysis information (data compression). 
2. Reduced computation for determining similarity of spectral analysis vectors. 
exist that exploit these labels so as to recognize speech in an efficient manner. 
The disadvantages of using a VQ codebook to represent speech spectral vectors 
are: - 
1. An inherent spectral distortion in representing the actual analysis vector.  
2. The storage required for codebook vectors is often nontrivial. The larger we 

make the codebook (so as to reduce quantization error); the more storage is 
required for the codebook entries. 

Codebook (CB) Generation 
Codebook is composed of different vectors, which represent the essential 

characteristics of each speaker. The way in which a set of vectors called codeword 
(CW) which represents codebook and it is equal to M but this condition must be 
achieved [10]: - 
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Where 
 M: Codebook size (number of code words). 

distortion  AverageD(M) =  
( )   vectorscodeword  and   vectorsainingbetween tr  distance,

m
=cwivd  

Codebook generation process can be represented in a well-known algorithm, 
namely LGB algorithm (Linde, Gray and Buzo) and it is also named by k-means 
algorithm or vector quantization (VQ) algorithm and these steps represent it [11]: 

a. Initialization 
Arbitrarily choose M vectors (initially out of the training set of L vectors) as the 

initial set of code words in the codebook, these training vectors may be in 
autocorrelation coefficients form or reflection coefficients. 
b. Finding nearest neighbor 
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For each training vector, find the codeword in the current codebook that is 
closest by using any method of distance measure described later, and assign that 
vector to the corresponding cell (associated with the closest codeword) and then 
total average distance computed as: - 

( )( )mcw,ivd
L

1i Mm1min
L
1D ∑

= ≤≤=                                    ….. (2) 

c. Centroid Update: 
Update the codeword in each cell using the centroid of the training vectors 

assigned to that cell corresponding to this equation: 

∑
=

=
n

1i ijv
n
1

jY                                                                           ….. (3) 

where 
=ijv The ith vector in the jth cluster. 

=jY The jth new codeword. 
n= Number of vectors in each cluster.          
      
Iteration: 

Repeat step 2&3 until the average distance falls below a preset threshold. The 
k-means algorithm that represented by previous steps give us a good results in 
codebook generation but there is two point must be taken into account, binary 
split-algorithm and manipulate empty (bin) cell. 

 
Binary Split Algorithm 

Although the above iterative procedure works well, it has been shown that it is 
advantageous to design an M-vector codebook (CB=Mcw) in stages i.e., by first 
designing a 1-vector codebook, then using a splitting technique on the code words 
to initialize the search for a 2-vector codebook, and continuing the splitting process 
until the desired M-vector codebook is obtained. This procedure is formally 
implemented by the following procedure and flow diagram of figure (3) [6]: - 
1. Design a 1-vector codebook; this is the centroid of the entire set of training 
vectors (hence, no iteration is required here). 

2. Double the size of codebook by splitting each current codebook my  
according to the rule: 

( )ε+=+ 1mm yy                                                                           …(4) 
( )ε−=− 1mm yy                                                                           …(5) 

=−+
mm y,y Codebook vectors after splitting. 

my = Codebook vectors before splitting. 
Where (m) varies from 1 to the current size of the codebook (M) 
 Mm ≤≤1   
=ε Splitting parameter 05.001.0 ≤≤ ε   (ε =0.01 used in this algorithm) 
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3. Use the k-means iterative algorithm (as discussed above) to get the best set of 
centroids for the split codebook. 
4. Iterate steps 2 and 3 until a codebook of size M is designed. 
 
 Empty (bin) Cell 

One important point that we must take it into account its to verify if there is an 
empty bins and manipulate it if it is available, these empty bins produced from 
generation codebook of large size from small training vectors. And it can be 
implemented by the following procedure [1, 12]: - 
1. Find the most popular cell, which is the one that possess the highest number of 
training vectors that are classified to its codeword. 
2. Form two new code words whose initial codeword is obtained by multiplying 
the codeword of the most popular cell by 1.01 and 0.99, then delete the previous 
popular codeword and the empty cell codeword. 
3. If there are more empty cells, then find the second most popular cell and 
replace its codeword together with the second empty cell codeword. 
 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure (3): Flow diagram of binary split codebook 
Generation algorithm. 
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PRACTICAL WORK 
In this chapter the results of proposed algorithm will be introduced Before that 

the theory of vector quantization method as dependent on many studies they where 
find that if the size of code book increase the distortion measure decrease but here 
in our research we use code book with 4 codeword regardless of distortion 
measures. 

The data base of our work is a matrix with dimension is (54*13); represent the 
feature sound of one male speaker with autocorrelation coefficients 

The matrix is interred to the vector quantization method to generate a code book 
with 4 code word size with LPC coefficient and second step interred the same 
matrix is interred to the same algorithm and generate the same size of code book 
but with autocorrelation coefficients. 

Chapter four introduces the practical results for the project. 
 

Codebook Generation Algorithm 
In this phase VQ was used in order to build a reference for a speaker in the 

system by clustering the feature vectors in k-separate clusters. A codeword vector 
then represents each cluster; the resulting set of codeword vectors is called a 
codebook. Thus, the distribution of the feature vectors is represented by a smaller 
set of sample vectors with similar distribution than the full set of feature vectors of 
the speaker model. Figure (4) illustrates how centroids can represent speakers 
efficiently. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure (4): Conceptual diagram illustrating 

codebook information. 
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The steps of this program will be explained briefly as in flowchart of 
figure (5). And during the current research the researcher used the generation 
program in order to generate codebooks with different sizes to use them in main 
programs as the system needs, and the size of input data, and number of speaker in 
the system. But the main goal of all these programs is to quantize input vectors and 
compress them during repetitive steps where average distortion decreases with the 
size of code book and get on a smallest distortion for codebook size we want. 
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The list of abbreviation in figure (5) listed below: 
zz = number of features vectors. 
M = codebook size. 
R = Features vectors group in autocorrelation coefficients. 
no = Number of repetition. 
cf = Threshold value that limited number of repetition. 
D = Total distance between features vectors and current codebook. 
n = Size of current codebook. 
bin = cells that contained classified feature vectors. 
S = Number of features vectors in each bin. 
L = Codeword number recorded minimum distance with feature vector. 
Ds = Average distortion result from quantization feature vectors with Respect to   
        current codebook.         
 
 RESULTS 

Codebook generation program was used to generate codebooks with size 8 CW. 
Table (1) shows the results of the program  shown on computer screen in 
autocorrelation coefficients with size (8*12) and table (2) with linear predictive 
coefficients its size (8*13) .  

Where a codebook with size (8CW) was generated for a known speaker in three 
stages by using (k-means) algorithm, tables (3), (4), and (5) shows the values of 
average distortion (AV. Distortion) and number of feature vectors in each cell (c1, 
c2…), cf is the threshold value that limits the number of iterations. Figure (7) 
represent spectral shape for this codewords. The precedent studies proved that 
codebook size is wealthy in increasing the recognition ascription with regardless 
for the algorithm used to generate it [13]. So the researcher generates different 
sizes of codebooks for one speaker. 

 Table (6) and figure (6) describe the inverse relation between average 
distortion and codebook size. 

 
 

Table (1): Codebook with Autocorrelation Coefficients 

-0.9277    0.5428    0.0562    0.2281    0.0548    0.0158    0.0390   -0.1136   -0.2156   -0.0545    0.1799    0.1913 

-0.9302    0.3836    0.0799    0.4121    0.1569    0.0504   -0.0570    0.0218   -0.1445   -0.1193    0.1408    0.1708 

-0.9570    0.5650    0.2637    0.4367    0.1343   -0.0466   -0.0152   -0.0025   -0.0312    0.0171   -0.0581   -0.1464 

-0.9749    0.5451    0.5254    0.2619    0.1200   -0.1416   -0.0917    0.0175   -0.1705   -0.0501    0.1450    0.1127 

-0.0793   -0.5528   -0.4219   -0.3259   -0.0949   -0.0046    0.0772   -0.0096   -0.1453   -0.1018   -0.0699    0.0340 

-0.0813   -0.5829   -0.4880   -0.5012   -0.0421   -0.1567    0.1271   -0.0376   -0.0607    0.0011    0.0535    0.0546 

0.4460   -0.3197   -0.4293   -0.3072   -0.3459   -0.0702   -0.1217   -0.2144   -0.0172   -0.0442    0.0746    0.0841 

0.2858   -0.4256   -0.4259   -0.5737   -0.4049   -0.1100   -0.0702    0.0117    0.1551   -0.1727    0.1696    0.1251 
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Table (2): Codebook with linear predictive coefficients 

1.0000   -1.3176    0.4273   -0.1998    0.1573    0.0594   -0.0569    0.1147    0.1419   -0.0866   -0.2034   -0.0787    0.1913 

1.0000   -1.1337    0.2765   -0.3811    0.2370    0.0415    0.1821   -0.0388    0.1275   -0.0268   -0.2246   -0.0570    0.1708 

1.0000   -1.1733    0.1767   -0.2758    0.2525    0.1882   -0.0225   -0.0647    0.0159   -0.0205    0.0580    0.1149   -0.1464 

1.0000   -1.0418   -0.3612    0.1577    0.1323    0.2414   -0.0451   -0.0165    0.2462   -0.1441   -0.2407    0.0257    0.1127 

1.0000    0.3865   -0.3183   -0.4958   -0.3918   -0.0567    0.1421    0.1938   -0.0077   -0.1764   -0.1391   -0.0567    0.0340 

1.0000    0.5033   -0.1954   -0.5655   -0.5173   -0.0897   -0.0573    0.0861   -0.1259   -0.1012    0.0171    0.0808    0.0546 

1.0000    0.7452    0.0123   -0.2884   -0.3787   -0.3201   -0.1625   -0.3120   -0.2773   -0.0727    0.0122    0.1368    0.0841 

1.0000    0.8405    0.1260   -0.4244   -0.8179   -0.5498   -0.1953   -0.1644   -0.0585   -0.0277   -0.0126    0.2721    0.1251 

 
 

 

 

 

 

 

 

 

  

 

  

 

ITERATION 
NO. 

 

Average 
Distortion 

 
CF 

VALUE 

VECTORS/BIN 

C1     C2     C3     C4     C5     C6    C7     C8 

1 0.2748 Inf 6        5        22       8        2        3       4        4 

2 0.2239 0.2272 7        5        21       9        2        3       4        4 

3 0.2155 0.0392 7        4        21       9        2        3       4        4 

4 0.2095 0 7        4        21       9        2        3       4        4 

 

Table (3): Results of First Stage In Codebook 
Generation Program 

ITERATION 
NO. 

AVERAGE 
DISTORTION 

CF 
VALUE 

VECTORS/BIN 
 C1                            C2 

1 1.5527 Inf   19                             35 
2 1.1726 0.3242   40                             14 
3 0.3921 1.9902   41                             13 
4 0.3902 0.0050   41                             13 
5 0.3902 0   41                             13 

 

Table (4): Results of Second Stage In Codebook 
Generation Program 

ITERATION 
NO. 

AVERAGE 
DISTORTION 

CF 
VALUE 

VECTORS/BIN 
 

C1       C2       C3     C4 
1 0.3592 Inf 15        26        5         8 
2 0.2996 0.1991 12        29        5         8 
3 0.2945 0.0172 11        30        5         8 
4 0.2942 0.0011 11        30        5         8 

 
Table (5): Results of third Stage In Codebook 

Generation Program 
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CB SIZE 2 4 8 16 32 64 

Sp 
Iteration no. 5 3 5 4 5 5 

Av. distortion 0.3597 0.2558 0.1671 0.0955 0.0314 0.0281 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

  

  

Table (6): Relationship Between Codebook Size and 
Average Distortion 

 

Figure (6): Relation Between Codebook Size and Average 
Distortion 

 

Figure (7): Spectral Shape for the Eight Codewords in the Main 
Codebook 
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CONCLUSIONS 
1) The efficiency and effectiveness of the VQ technique in building system and 
compressing data. 
2)  The employment of the programming language (Matlab) becomes wealthy in 
the shorthand on the program volume and the ease of its correction. 
Recommendations for future work 
1) Using another teqnique like Tree-Structured VQ (TSVQ) or Product-Code 
VQ (PCVQ). 
2) Use another parameter instead of LPC like log area ratio coefficients, cepstral 
coefficients. 
3) Using VQ in image processing. 
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