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 يسأنح جذٔنح انًاكُّ انٕاحذِ تٕجٕد أٔقاخ تحضٍش

 

 يحًذ كاظى انضًٌُٔ                                            يُٓذ يحًذ كاظى

قسى انشٌاصٍاخ                                                   قسى انحاسثاخ                                         

خ ٔانشٌاضٍاخ                        كهٍح عهٕو انحاسثاخ ٔانشٌاضٍاخكهٍح عهٕو انحاسثا  

 جايعح ري قاس                                            جايعح ري قاس

 

 

                                                                                                                        

 انًستخهص:

 

ٌقذو ْزا انثحث خٕاسصيٍح انتفشع ٔانتقٍذ نتشتٍة يجًٕعّ يٍ انُتاجاخ عهى انًاكُح انٕاحذِ, انٓذف تصغٍش انكهفح انكهٍح نضيٍ 

 اَسٍاب انُتاجاخ ٔعذد انُتاجاخ انًتأخشِ عُذيا ٌكٌٕ نهُتاجاخ اصيُّ تحضٍش غٍش يتسأٌح.

خ انخاصح ٔقٕاعذ ًٍُّْ نهحذ يٍ تفشعاخ شجشج انثحث فً طشٌقح انتفشع تضًٍ انثحث قٍذ ادَى ٔحهٕل كفٕءِ نثعض انحالا

َتاج. 04ٔانتقٍذ. ٔقذ ٔجذ انحم الأيثم نغاٌح   
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Abstract. 

         This paper presents a branch and bound algorithm for sequencing a set of jobs on a single 

machine scheduling with the objective of minimizing total cost of flow time and number of 

tardy jobs, when the jobs may have unequal ready times. Lower bound; efficient solutions, 

dominance rules for this problem and a computational experience will also be included. 

       Computational experience with instances having up to 40 jobs shows that the lower bound 

is effective in restricting the search. 

Key words. Flow time, tardy jobs, scheduling, release date 

 

1. Introduction: 

         The problem of sequencing n jobs on one machine under different assumptions and 

multiple criteria are considered extensively. The objective function to be minimized consists of 

two criteria with unequal ready times: sum of flow time denoted by  iF plus total number of 

late jobs denote by iu . We assume that the two criteria have the same importance. Denote 

this problem by ).(//1   iii uFr  

        Problem  ii Fr /0/1  is well known and can polynomially solved (Smith 1956). For 

 ii Fr //1  problem was shown NP-complete by Lenstra et al. (1977)[8]. Mason and Anderson 

(1991)[10] examine the static sequencing problem of ordering the processing of jobs on a single 

machine so as to minimized the average weighted flow time. It was assumed that all job had 

zero ready times, and that the jobs are grouped into classes. Kellerer et al. [6] provide an 

approximation algorithm for the corresponding  ii Fr //1 problem, with a ratio guarantee of 

)( nO . Zghair (2000) [15] used un efficient branch and bound technique with a suitable lower 

bound and proved some dominance rules for  ii Fr //1  problem 

       For  ii ur //1  problem has been shown NP-hard [2]. Several special cases yield 

polynomial algorithm. The  iu//1 problem can be solved in O(n log n) steps by using Moor
'
s 

algorithm [11]. Peter and Mikhail (1996) [12] studied the single machine scheduling problem to 

minimize the weighted number of late jobs. Shao and Milan (2003) [13] considered a single 
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machine scheduling to minimize the number of late jobs under uncertainty. They proposed a 

rather general model based on an algebraic approach. Greogorio et al. (2004) [5] used a 

scheduling techniques to minimize the number of late jobs in workflow systems by 

organizations to control and improve business processes. Their work present some of the 

problems of using scheduling results in ordering cases in a workflow and tackles two of them: 

the uncertainties on the cases, processing times and routing. Marjan and Han (2008) [9], 

present a new model to deal with the stochastic completion times, which is based on using a 

chance constraint to define whether a job is on time or late. They have studied minimizing the 

number of late jobs problem for four classes of stochastic processing times. The 

 ii ur //1 problem can be solved if there are agreeable due dates (i.e. there is a renumbering of 

the job so that 1 ii rr  and 1 ii dd  1)-n , . . .  2, ,1( i in O(n
2 

) steps by Kise et al. [7]. 

    For the composite criteria, Emmons (1975) [4] considered a multiple criteria, in which the 

primary criterion is to minimize the number of tardy jobs while the secondary criterion is to 

minimize the sum of completion times. The computational experiments he carried out indicated 

that the additional computational effort to continue to optimality to be remarkably little. Van 

Wassenhove and Luda (1980) [14] consider the problem of single machine schedule to 

minimized the flow jobs and maximum tardiness. Abdul-Razaq and zghair [1] considered the 

total cost of completion time and the number of tardy jobs. They assumed that all jobs 

available for processing at time zero (i.e. ri=0 for each job), and they solved the problem with 

up to 20 jobs. 

         In this paper we extend the work in [1] and [4]. The aim in this study is to minimize the 

total cost of flow time and number of tardy jobs with unequal release dates, that is we assume 

that the jobs are available for processing with difference times(i. e. 0ir ). Then our problem is 

strongly NP-hard, since the  )(//1   iii uCr problem NP-hard [1, 4]. 

 

2. Problem Formulation 

                To state our scheduling problem more precisely, we are given a set N of jobs, N= {1, 2, 

. . ., n} is to be processed one job at the time, on a single machine. For each job i, the processing 

time pi , the due date di and the ready time ri are given. For a given processing order of jobs the 
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completion time Ci , for job i, ( Ni ) be computed. The objective is to find a processing order 

of the jobs that minimizes the sum of the total cost of flow time  iF and the number of tardy 

jobs iu , with release dates. This is denoted by ).(//1   iii uFr  

Let   : the set of permutation schedules ( n !). 

        : a permutation schedule, (    ) 

       iF  : the flow time of job i, ( i ). 

       )(C : the total completion times of schedule  , ( 






i

icC )( ) 

       )(F ): the total flow times of schedule  , ( 






i

iFF )( ) 

       )(U  : No. of tardy jobs of schedule , ( 






i

iuU )( ). 

Where n 2,...,i  , }r  , max{C   , i1i111   ii pCprC   

           iii rCF    
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      Then the objective is to find a schedule   of the jobs (  ) that minimize total 

cost )(Z , where: 

                               )()()(  UFZ   

The mathematical form of our problem can be formally stated as: 
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For define such a sequence more precisely. 

A sequence  *
  is optimal in problem (p) if there no sequence    such that: 

      )()( * ZZ     

Similarly, we say that a sequence  1 dominates a sequence  2 when, )2()1(  ZZ  . 
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3. Dominance Theorems. 

         If it can be shown that an optimal solution can always be generated without branching 

from a particular node of the search tree, then that node is dominated and can be eliminated. 

Dominance rules usually specify whether a node can be eliminated before its lower bound is 

calculated. Clearly, dominance rules are particularly useful when a node can be eliminated 

which has a lower bound that is less than the optimum solution [15].         

 Theorem (3-1) 

  For problem (p). If jiji dp  ,rr  ij d  and  p  then ji   in optimal solution. 

Proof: 

     Let   be a sequence of jobs in which the job i preceds job j, j  , p  iji prr  and jd id . Let 

T be a completion time of job ( 1i ) in  . Let    be a sequence has the same jobs order of   

except the job j precedind job i. There are three cases: 

   Case 1:  ri rj   T 

                Let a=rj- ri and b=T-rj 

 (Fi + Fj) ji  ,  = a+2b+2 pi + pj , (Fi + Fj)  ji  ,  = a+2b+2 pj + pi  

(Fi + Fj)  j ,i  - (Fi + Fj)   j ,i  = pi- pj  < 0       ….(1) 

if job i   is late, then job j   is late and i, j    are late, then (1) is hold. If job i   is 

early and j   is late, that is, 1ju . If jobs  j ,i  are early, then   ,ij  are early also. So 

(1) is satisfied. 

Case 2:   jr  T  ir    

(i) if jr  ipT , then  

  ji,j ) F ( iF  = c p j  ipa  ,   jjii pF 2pba )F  ( i,j    

Where  jrTa  iji pTc  and  T-rb , r  

 ji,j ) F ( iF -  )F  ( ,j   jiiF = )( bpc i   <0       …  (2) 

          If job i  is late then, job j  is late and  j ,i  are late also.                In   if i is early and 

j is late, then in     job j is either early or late and job i is late and (2) is hold. If j,i   are 

early, then   j  is early,  i  is either early or late and (2) is hold. 
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(ii) if ij pTr  , then 

          ji,j ) F ( iF -  )F  ( ,j   jiiF = )( bp j  , where )( ij pTrb  .   

         In   if job i is late then job j is late and  j ,i  are late. If job i  is  

         early and job j  is late, then jobs  j ,i  are late. If   j ,i  are early, 

        then  j  is early and  i  either early or late. 

Case 3 

       ji rrT   ,  

(i) if  ii rpb  jrb  , , then  

       ji,j ) F ( iF -  )F  ( ,j   jiiF = )( bp j  < 0          

(i) if b < ip  , then  

        ji,j ) F ( iF -  )F  ( ,j   jiiF = )2( bpp ji  < 0    

      Since jij r and r ,p ,ip  integers and 1} ,0{iu , then the theorem is hold.  

Theorem (3.2) 

             Let k  be a partial schedule, Nk  , for kNki  j ,  and ,)(
1 


k

i ik CCC   if 

ji rC  , then ),( ik  dominates j) ,( k . 

Proof: 

        Dessouky and Deogun [3] showed that if ji rC  , then ),( ik  dominates  j) ,( k  for 

 ii F
n

r
1

//1  problem. 

 Since ji rC  , then there exist the idle time (i. e. the machine will be waited until receive the job 

j, we denoted by jI ) in the case j) ,( k , ij pI  (because ji rC  . So ),( ik  dominates j) ,( k , for 

)(//1   iii uFr  

 

Theorem (3.3)  

         Let k  be a partial sequence, Nk  , for ki  j ,  and ,)(
1 


k

i ik CCC   if jrC  ,  irC   

and ip < jp  ,then job i precedes job j j).i  e. .( i   
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Proof: 

       Zghair [15] showes that ji   for the   ii Fr //1  problem under the same conditions, since 

ip < jp  and 1} ,0{iu . So ji   for )(//1   iii uFr .  

Theorem (3.4)  

       If for two adjacent jobs i and j, N) j ,( i  we have ji pp    and ji rr  , then we only 

conceder schedule in which   ji  . 

Proof: 

       A proof by the method of adjacent pair wise interchange is analogous to the proof of 

 

        Let Ii, Ij denote to idle times of jobs i and j respectively then we can state the following 

result. 

Theorem (3.5) 

        If k  be a partial sequence, Nk  , for ki  j , , such that Ii < Ij and 

 ri + pi < rj + pj. Then ji   in optimal schedule. 

Proof: 

     With the same conditions [15], shows that ji   for problem  ii Fr //1 . Existence the idle 

times Ii and Ij means that ir > )( kC   and jr > )( kC  . Since ji II  , and ji rr  , Hence in   j) ,( k  

the job i is waited. Let ai be denote to the wait i, since 1ia   and the number of late jobs is the 

same in i) ,( k and j) ,( k , then  ji   in )(//1   iii uFr  

 

4. Optimal Solution:  

         
In this section we shall gives optimal solutions for our problem (p) when the data of 

problem satisfy some conditions.  

Theorem (4.1)   

      For )(//1   iii uFr  problem: 

If rri   and dd i  , for every Ni . Then SPT  rule give an optimal solution. 
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Proof: 

 Let )  j, i, ,(    be a schedule where    ,  are tow partial schedules and i, j are tow jobs 

with ji pp  . Let  )  i, j, ,(    be another schedule has the same job
'
s order as in   except 

the jobs i and j, and let T be a completion time of jobs in subschedule .  

Let iii UFG   

First:  if Tr  , then let rTa   

(I) if iPTd   we have  

                222
 j ,

  jii i ppaG


 (i and j are late)  

                222
 j ,

  jii i ppaG


 (i and j are late)  

                   


  j ,  j,i 0iGG
i i ji pp  

(II) if ji pTdpT  , then  

        


  j ,  j, ii 01GG
i i ji pp   

(III) if jij ppTdpT  , then 

                      


  j ,  j, ii 0GG
i i ji pp  

             (IV)  if dppT jj  , then the jobs i and j are early in           

                       and   , the theorem is hold.  

       Second: if Tr  , then in the same way above we show that the theorem is true (integral) by 

putting 0a  and rt  . So SPT  rule gives an optimal solution for 

problem )(/d  ,/1 i   iii uFdrr  

Theorem (4.2)  

        Moor
'
s algorithm (MA) gives an optimal solution for problem )(/p  ,/1 i   iii uFprr . 

Proof: 

      Since all jobs have constant release date r and constant processing time p. Then any 

sequence give minimum sum of flow time, and 

nrCF
n

i i

n

i i   11
, where n ., . . 2, 1,i  ,

1
 

ippC
i

j ji .  
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Then the minimum of objective function depend only on  iu , but MA gives minimum for 

 iu [11]. So MA gives an optimal solution for problem )(/p  ,/1 i   iii uFprr .  

      Let ERD be denoted to the earless release dates rule, according to this rule, jobs are 

sequenced from beginning to end on the basis of an ascending order of their ready time. 

 

Theorem (4.3)  

          If for all job Ni ,  d d and *

 i

*  ppi , Then ERD schedule gives an optimal solution for 

problem (p). 

Proof: 

        A proof by the method of adjacent pair wise interchange is analogous to the proof of 

 

     

5. Branch and Bound Algorithm: 

         We now give the main feature of our branch and bound algorithm and its 

implementation. Prior to their application, the ERD schedule as a heuristic is used to generate 

an upper bound on the total cost of an optimal schedule. Also, at the root node of the search 

tree an initial lower bound on the total cost of an optimal schedule is obtained by modify the 

lower bound in [1]. 

Lower Bound: 

            Let  


n

i iCS
1

1 which is obtained by SPT rule and  


n

i iuS
1

2  which is obtained by 

Moor
'
s Algorithm. Abdul-Razaq and Zghair [1] prove that  211 SSZ   is a lower bound for 

)(/0/1   iii uCr problem.  

Since problem )(/0/1   iii uCr  is a spatial case of our problem P, then   irZZ 1  is a 

lower bound for problem (P) because iii rCF   , but this lower bound is a weak. To modify it, 

we shall use the relaxation method as follow: 

         Relaxed the release date by assumed that all jobs have the same release date
*r , 

where }min{*

irr  , and problem P reduce to )(//1 *   iii uFrr , and  

 ZnrLB  *
 is a lower bound of the original problem (P). 
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            Our algorithm uses a forward sequencing branching rule, for which nodes at level L of 

the search tree correspond to initial partial sequences in which jobs are sequenced in the first L 

positions. Before the branching we see that: if the data of problem satisfied the conditions of 

any theorem in section (4), then this problem has an optimal solution and not need to branch in 

search tree of  the branch and bound method.  If the lower bound LB equals the upper bound 

UB, then UB is optimal solution and not need to branch. If not equals the following attempt is 

made to eliminate nodes which are based on (i) the dominance theorems which are stated in 

section (3) are applied from level one. (ii) from the second level the dominance theorem of 

dynamic programming is applied, an adjacent jobs interchange to compare the total cost for 

the two jobs most recently added to the final partial sequence with corresponding total cost 

when these two jobs are interchanged in position: if the former total cost is larger than the 

later, then the current node is eliminated, while if both total cost are same, some convention is 

used to decide whether the current node should be discarded. 

       For all nodes that remain after the dominance tests are applied, a lower bound is 

computed. If the lower bound for any node grater than or equal to smallest of the previously 

generated upper bounds, then the node is discarded. 

 

6. Computational experience: 

         In this section, we report results of computational tests to assess the effectiveness of the 

branch and bound algorithm. Algorithm was coded in Fortran Power Stations(FORTRAN 90) 

and runs on Pentium IV HP. Compaq Computer with a 2.8 GHz processed and 256 Mb of 

RAM memories. Whenever a problem remained unsolved with in time limit of 100 seconds, 

computation was abandoned for that problem.  

          Test problems with 5, 10, 15, 20, 25, 30, 35 and 40 jobs were generated as fallows. For 

each job iN, an integer processing time pi was generated from the uniform distribution [1, 

10]. An integer den date di was generated for each job i in the same way as those of [1]. And an 

integer ready time ri was generated for each i from the uniform distribution [0, PR], where P 

= i

n

i

P
1

  and R{0.2, 0.5,0.8,1.1}. 
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       Twenty problems were generated for each value of n, results comparing the initial lower 

bound(LB), and upper bound (UB) with the optimal solution on the total cost for n=35 are 

given in table 1. Average computation times in second are given in table 2. 

     Table 1 gives the result of computations at the root node of the search tree for the 35 jobs 

test problem. One lower and upper bounds are given for each for each problem, together with 

the optimal solution value. We observe from table 1 that the lower and upper bounds were 

deviations from the optimum are very small for the other problems. 

       We observe from table 2 that problems with (5, 10, 15 and 20) jobs are solved satisfactory, 

average computation times and numbers of nodes become large for n=25, 30, 35 and 40 with 

one problem not solve for 30 and 35 jobs and two problems not solve for n= 40.  

Also table 2 shows average computation times, number of unsolved problems and the numbers 

of solved problems that require not more than 200 nodes, that require over 200 nodes and not 

more than 500 nodes, that require over 500 and not more 1000 nodes and that require over 

1000 nodes. 

Table (1) 

Compare the lower bound and upper bound with optimal solution for n= 35. 

No. LB UB Opt 

1 1944 2632 1977 

2 2558 3392 2589 

3 1921 2725 1951 

4 1919 2933 2020 

5 2036 3254 2111 

6 2213 3348 2334 

7 1718 2880 1841 

8 1887 3210 1946 

9 1766 2423 1808 

10 2065 2655 2111 

11 2025 2905 2109 

12 1809 2732 1849 

13 1886 2537 2013 
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14 2267 2890 2347 

15 1629 2466 1665 

16 1892 2769 1965 

17 1954 2862 2034 

18 2037 2423 2133 

19 1790 3121 1842 

20 1615 2694 1615 

              

Table 2  

No. of problems solved with out branching; unsolved in limit times and No. of nodes 

in search tree.   

 

N OLB OUB NB UN -200 -500 -1000 1000-

5 14 3 11 _ 9 _ _ _

10 _ _ _ _ 20 _ _ _

15 _ _ 1 _ 18 1 _ _

20 _ _ _ _ 10 6 1 3

25 _ _ _ _ _ 14 1 5

30 _ _ _ 1 _ 7 3 9

35 _ _ _ 1 _ 1 13 5

40 _ _ _ 2 _ 1 9 8

No. of nods

 

 

OLB: lower bound gives optimal solution 

OUB: upper bound gives optimal solution 

NB: problems solved with out branching 

UN: problems unsolved in the limit time 

-200 problems required to solved not more 200 nodes 

-500 problems required to solved over 200 not more 500 nodes 

-1000 problems required to solved over 500 not more 1000 nodes 

1000- Problems required to solved over 1000 nodes. 
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7- Conclusion  

         In this paper, we have presented a branch and bound algorithm for single machine 

scheduling with a composite objective.  

The sum of flow time and the number of tardy jobs with release dates. )(//1   iii uFr . Our 

branch and bound is able to solve problems, with up to 40 jobs. 

          Although we decompose the problem in to subproblems with simpler structure and 

modify the lower bound in [1] by using relaxation method. Our results indicate that problems 

with a composite objective and unequal release date are still much harder to solve. This bound 

is valid lower bound for )(//1   iii uFr  problem which is a general case of our problem. 

Prospect for the future are fairly optimistic that more effective and new lower bound 

techniques and dominance rules are being developed for such NP- hard problems. 
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