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Necessary and Sufficient Optimality Conditions in 

Nonlinear Programming Involving B-locally 

Connected Function 
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 كليت العلىم                                                                        كليت العلىم

 جامعت ري قاس                                                 جامعت ري قاس                   
 

 :الخلاصت

البشمجت الخطيت المتضمنت  .عشفت   B-locally connected functionفي هزا البحث            

تكش أعطي تحت ششط المشتقت من جهت اليمين -الششط الكافي   نىع كىهن .لهزه الذوال دسست

جىهن أعطي تحت -بالنسبت للقىس عنذ نقطت الامثليت مىجىدة .كزلك الششط الضشوسي نىع فشتز

عنذ  arc wise connectedلذالت الهذف ودالت المشتقت للقيىد المصفشة هي   تششط دالت المشتق

 القيىد الغيش مصفشة.نقطت المثليت.ومستمشة عنذ 

 

Abstract : 

 B-locally connected function is defined. Nonlinear programming 

problem is considered involving this function. Kuhn-Tucker type 

sufficient optimally conditions are given under the hypotheses that the 

right differential with respect to an arc at an optimal point exists. 

Also Fritz –John type necessary optimality criteria under the hypothesis 

that the right differentials, at an optimal point, of the objective and the 

active constraint functions are arc wise connected and inactive 

constraint functions are continuous. 

 

 
1. Introduction  

      The convexity notion plays an important role in the mathematical programming 

field. Various generalizations of convex function have appeared in literature. Ortega 

and Rheingold [6] extended the concept of convex functions by defining arc wise 

connected functions on arc wise connected sets .for which points lying on continuous 

arcs, instead of line segments satisfy certain inequalities. Avriel and Zang [1] 

expanded the class of quasiconvex functions and pseudo convex functions by 

defining arc wise Q-connected and arc wise P-connected functions. Kaul, lyall and 

kaur [3] introduced locally connected and locally Q-connected functions defined on 

locally connected sets which generalize arc wise connected functions [6] .Kaul and 

Lyall [4] defined the directional derivative (with respect to an arc) of a real valued 

function, called the right differential, at a point of a locally connected set .they [4] 

also defined locally    P-connected functions in terms of their right differentials and 
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obtained a number of sufficient optimality criteria for a nonlinear programming 

involving these functions 

      In this paper b-locally connected functions, b-locally Q-connected  functions and 

b-locally P-connected functions have defined.  Necessary and sufficient optimality 

conditions were given . 

     For 1),,( * xxb  class of b-locally connected functions ,b-locally Q-connected 

functions and b-locally P-connected functions reduce to locally connected functions. 

Locally Q- connected functions and locally P-connected functions respectively.  

 

2.Definitions and Preliminaries 

 

Definition 2.1 [2] :Aset nRS    is said to be an arc wise connected (AC) set if for 

each pair of points Sxx ,*
,there exists a continuous vector valued function  

       ,)(*, SH xx         ]1,0[  , such that  

      
*

*, )0( xH xx         xH xx )1(*,   

Definition 2.2 [2]: A real value function  f  is said to be arc-wise connected function 

if for each pair of points Sxx ,*
,there exists an arc ,)(

,* SH
xx

 satisfying  

)()()1())(( *

,* xfxfHf
xx

       0<λ<1   

Definition 2.3[3]: Aset nRS  is said to be a locally connected (LC) set if for each 

pair of points Sxx ,*
, there exists a maximum positive number 1),( * xxa  and a 

vector valued function ,)(*, SH xx       0< λ < ),( * xxa  

)(*, xxH  is   continuous in interval ]0, ),( * xxa [ and 

 
*

*, )0( xH xx      xH xx )1(*,  

Let nRS  be a locally connected set satisfying the above conditions and f  be a real 

valued function defined on S 

  

Definition 2.4[3]: ƒ is said to be a locally connected (LCN)  function if for each 

points Sxx ,*
,there exists a positive number ),(),( ** xxaxxd  satisfying  

),()()1())(( *

*, xfxfHf xx        ),(0 * xxd   

 

Definition 2.5:ƒ is said to be b-locally connected (BLCN) function if for each pair of 

points Sxx ,*
,there exists a positive number  ),(),( ** xxaxxd   and a function  

   RSSb ]1,0[:   Such that     

),(),,()()),,(1())(( ***

*, xfxxbxfxxbHf xx  

                         1),,(),,(0 **   xxbxxd                          

      If ƒ is b-locally connected for each Sx *
for the same b, then ƒ is said to be b- 

locally connected on S 
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 Definition 2.6: ƒ is said to be b-locally Q-connected (BLQCN) function if for each 

pair of points Sxx ,*
 there exists a positive number ),(),( ** xxaxxd  and a 

function  RSSb ]1,0[:  Such that  

)(),,())((),,()()( **

,

**
* xfxxbHfxxbxfxf

xx
  ,   ),(0 * xxd  and 

.1),,( *  xxb  

Definition 2.7 [4]: The right differential of RSf :  at *x with respect to the arc 

)(*, xxH  is given by  







)())((
)0(,(

*

,

0

*,

*
*

lim
xfHf

Hxdf
xx

xx






   

Provide that the limit exists  

Definition 2.8: If the right differential of ƒ with respect to )(
,* 
xx

H  at *x exists and 

further for each Sx  

)(),,()(),,(0))0(,( ***

,

*
* xfxxbxfxxbHxdf

xx
   

then ƒ is said to be b-locally P-connected   (BLPCN) at *x . 

If ƒ is b-locally P-connected at each Sx * for the same b, then ƒ is said to be b-

locally P-connected on S 

      

     For 1),,( * xxb  b-locally connected function, b-locally Q-connected function 

reduce to locally connected function and locally Q-connected function  respectively. 

 

      However, there are functions which are  b-locally connected functions but not 

locally connected function for example  

 RSf : ,    )
2

,0(


S ,   )sin()( xxf    

 

 

 

 

 

 
2/12*

,
))1(()(

2

* xxH
xx

   

S is  locally connected set, 1),( * xxa  

ƒ is not locally connected function because for 
6

,
3

* 
 xx  there doesn't exists any 

positive number  ),( * xxd such that  

),()(1())(( *

,* xfxfHf
xx

  for ),(0 * xxd   but ƒ is b-locally connected 

function at 
6

,
3

* 
 xx , 

2

1
),(,

2

1
0 *  xxd . 





















],0[0

],0[2

),,(

2
1*

2
1*

*







xx

xx

xxb
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         Class of BLCN is larger than class of LCN. So this work consider a 

generalization of LCN  

 

Definition 2.9: If the right differential of ƒ with respect to  )(
,* 
xx

H  at *x exists and 

further for each Sx,  

)()(0))0(,(),( *

,

**
* xfxfHxdfxxb

xx




  

where ),,(lim),( *

0

* 


xxbxxb




  

Then ƒ is said to be b-locally strongly P-connected (BLSPCN) at *x  

         If ƒ is b-locally strongly P-connected at each Sx * for the same b, then ƒ is 

said to be b-locally strongly P-connected on S. 

 

Theorem 2.1: let RSf :   if the right differential of ƒ with respect to  )(
,* 
xx

H  at 

*x exists and further ƒ is b-locally connected (BLCN) at *x then 

))0(,()()()[,(
,

***
*





xx

Hxdfxfxfxxb  

where  

),,(lim),( *

0

* 


xxbxxb




     and  1),,( *  xxb  

Proof: Suppose ƒ is b-locally connected a Sx * , i.e. for each Sx,  there exists a 

positive number  ),(),( ** xxaxxd  and a function  RSSb ]1,0[:  such that  

        ),(),,()()),,(1())(( ***

,* xfxxbxfxxbHf
xx

     

                                                                 ),(0 * xxd  , 1),,( *  xxb .  

 Therefore 

   

   )]()()[,,(
)())((

**

*

,*

xfxfxxb
xfHf

xx








                  

                                                             ),(0 * xxd  ,  1),,( *  xxb  

Taking the limit as 
 0 , 

,)]()()[,,(
)())((

**

0

*

,

0
limlim

*

xfxfxxb
xfHf

xx




 








 

)]()()[,())0(,( **

,

*
* xfxfxxbHxdf

xx
 . 

    The proof is complete.  

Theorem 2.2: Let  RSf :   If the right differential of ƒ with respect to  )(
,* 
xx

H  

at 
*x exists and further ƒ is b-locally Q-connected (BLQCN) at 

*x then  

0))0(,(),()()(
,

***
*  



xx
Hxdfxxbxfxf   

where  
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),,(lim),( *

0

* 


xxbxxb




      and    1),,( *  xxb  

Proof: ƒ is b-locally Q-connected at *x , therefore for each pair of points Sxx ,*
, 

there exists a positive number ),(),( ** xxaxxd  and a function  RSSb ]1,0[:         

such that 

          )(),,())((),,()()( **

,

**
* xfxxbHfxxbxfxf

xx
  ,  

                                                        ),(0 * xxd  ,      1),,( *  xxb     

  i.e. 

0)]()(()[,,( *

,

*
*  xfHfxxb

xx
  

Dividing by 0  and taking the limit as  0 ,we get  

0))0(,(),(
,

**
* 



xx
Hxdfxxb  the proof is complete 

3. Sufficient Optimally Criteria    

Consider the nonlinear programming problem  

(NP)       




 Sxxgtosubject

xfMinimize

,.0)(..

)(
 

where nRS  is a nonempty locally connected set and RSf : ,
mRSg :  such 

that the right differentials at *x exists with respect to the arc )(
,* 
xx

H  

Let }0)(/{0  xgSxS be the set of all feasible solution to (NP) 

Let   ** /{)( xxRxxN n } 

Definition 3.1: 

(a) *x is said to be a local minimum solution to problem (NP) if  0* Sx  and there 

exists 0  such that )()()( *0* xfxfSxNx     

(b) *x is said to be the  minimum solution to problem (NP) if 0* Sx  and  

       )(min)(
0

* xfxf
Sx

  

The next theorem gives sufficient optimality criteria. 

Theorem 3.1: let Sx * and let ƒ be b1- locally connected function at *x and g be      

b2- locally connected function at *x .If there exists mRu   such that  ),( * ux satisfy 

the following relations: 

0))0(,())0(,(
,

*

,

*
**  

xx

T

xx
HxdguHxdf        

0Sx                      (3.1) 

                                                 0)( * xgu T
                                      (3.2) 

                                                     0)( * xg                                       (3.3) 

                                                             0u                                     (3.4) 

with ),,(lim),( *

1
0

*

1 


xxbxxb




 then 
*x  is an optimal solution to problem (NP) 

Proof: 0)( * xg  this implies to 
0* Sx  ,so 

*x  is feasible solution to problem (NP). 

Also ƒ is b1- locally connected function at 
*x .Therefore for any

0Sx  , Theorem 

(2.1) yields (using (3.1) and that g is b2- locally connected at
*x .): 
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))0(,()()()[,(
,

***
1 *





xx

Hxdfxfxfxxb  

                                     

                                    )]()()[,( **

2 xgxgxxbu T   

As 0u  , 0)( xg  and 0),( *
2 



xxb , this implies to  




)()()[,( **
1 xfxfxxb 0)(),( *

2  xgxxbu T
 

Thus, it follows that as 0),( *
1 



xxb    

)()( *xfxf           0Sx    .       Hence *x  is an optimal solution of (NP). 

4. Necessary Optimality Criteria  

        The following alternative theorem stated by Jeyakumar [2]. 

Theorem 4.1: let S be a nonempty arc wise connected set in nR  and let 
kRSf : be 

an arc wise connected function on S .then either  

         0)( xf    has a solution Sx   

or  

          0)( xfT   for all Sx     , for some kR  , 0  

But both alternatives are never true simultaneously. 

Lemma 4.1: Let  0* Sx   be a local minimum solution for (NP). We assume that g is 

continuous at *x ,and that  the right differential of ƒ and g  exists at *x with respect 

to )(
,* 
xx

H .then the system  

 














0))0(,(

0))0(,(

,

*

,

*

*

*

xxi

xx

Hxdg

Hxdf
                        Ii                                         (4.1) 

has no solution 0Sx  , where  }0)(/{)( **  xgixII i      and 

}0)(/{)( **  xgixJJ i  

 

Proof: Let 0Sx  be a solution of the system (4.1).Since the right differentials of ƒ 

and Iig i ,  at *x exists with respect to the arc )(
,* 
xx

H   

Therefore  

              )())0(,()())((
,

**

, **   

xxxx
HxdfxfHf                          (4.2) 

and 

                

             )())0(,()())((
,

**

, **  ixxiixxi HxdgxgHg  
      Ii          (4.3)     

where 

               R]1,0[:                      0)(lim
0







                                     (4.4) 

               Ri ]1,0[:                     0)(lim
0







i                                     (4.5) 

Using (4.1),(4.4) and (4.5) we get ,for small enough   say 00     

))0(,(
,

*
*


xx

T Hxdgu
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             0)())0(,(
,

*
*  

xx
Hxdf  

and 

            0)())0(,(
,

*
* 

 ixxi Hxdg             For Ii  

Hence it follows by using the relation (4.2),(4.3) that for 00    

                      0)())(( *

,*  xfHf
xx
                                                         (4.6) 

                       0)())(( *

,*  xgHg ixxi                    Ii                             (4.7) 

Now Jig i , is continuous at *x and )(
,* 
xx

H is a continuous function of ,therefore  

0)())((lim *

,0
* 


xgHg ixxi 


                     Ii      

Which implies that there exists i
* , ),(0 ** xxai        ( Ii ) such that 

0))((
,* 
xxi Hg                   For i

*0                                                     (4.8) 

Let ),min( *

0

*

i  . Then from (4.6) to (4.8) it follows that for  *0    

)(
,* 
xx

H 0S and )())(( *

,* xfHf
xx

  which is a contradiction as *x  is an optimal 

solution of (NP).Hence the system (4.1) has no solution  Sx . 

Theorem (4.2): (Necessary Optimality Criteria): Let *x be an optimal solution of 

(NP). 

If ))0(,(
,

*
*



xx
Hxdf  and ))0(,(

,

*
*



xxI Hxdg  are arc wise connect functions of x, ig ,

Ji is a continuous at  *x with S arc wise connected set ,then there exists Rr 
*

0  

mRr *  Such that  

0))0(,())0(,(
,

**

,

**

0 **  

xxxx
HxdgrHxdfr

T

               Sx                  (4.9) 

                                                  0)( ** xgr
T

                                          (4.10)  

                                                   0),( **

0 rr                                            (4.11) 

where    }0)(/{)( **  xgixII i and }0)(/{)( **  xgixJJ i  

 

Proof: According to theorem (4.1), exactly one of the following two systems has a 

solution  

0))0(,())0(,(
,

**

,

*
**  

xxixx
HxdgHxdf  

or there exists Rrr i 
**

0 ,  , Ii  Such that 

0))0(,())0(,(
,

**

,

**

0 **  

xxIIxx
HxdgrHxdfr

T

                Sx              (4.12) 

                                                           0),(
**

0 Irr             

Since the assumption of the lemma is satisfied, so the first has no solution. Hence the 

second system has a solution  

Defining     0
*
jr   for Jj ,by (4.12) we get (4.9).Because for Ii , 0)( * xg i ,this 

implies for ),(
***

ji rrr  we have 0)( ** xgr
T

 which is the relation (4.10).The proof 

is complete. 



 

9 

 

Journal of Thi-Qar University   No.3   Vol.4       December/2008 

References  

[1]-M.Avriel and I.Zang, "Generalized arc wise connected functions and  

       Characterizations of Local-Global Minimum Properties ", Journal    

Optimization Theory and Application. 

[2]-V.Jeyakumar,"Convexlike Alternative Theorem and Mathematical 

Programming"Optimization 16(1985) 643-650 

[3]-R.N.Kaul, V.Lyall and S.Kaur,"Locally Connected  Sets and Functions", 

Journal of  Mathematical Analysis and applications.134 (1988), 30-45. 

[4]- R.N.Kaul, and V.Lyall," Locally Connected Functions and Optimality"  Indian 

Journal of Pure and Applied Mathematics 22, No.2 (1991), 99-108 

[5]-O.L .Mangasarian,"Non Linear Programming ", McGraw –Hill, Newyork, 

(1969) 

[6]-J.M.Ortega and W.C.Rheinboldt, "Iterative Solution of Nonlinear Equations in 

Several Variables "Academic Press, New york/ London, 1970 

 

 

 
 


