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Abstract

Big Data, defined in this paper as the gathering and storage of information and analysis
on a scale typically untenable for traditional, mass-market data-processing software, has
previously been one of the biggest obstacles facing tech companies, startups, and
analytic researchers. The ability to process such large data loads has been a significant
barrier of entry to the market for many young companies or not for profit research
organization, but recent open-source software, such as Hadoop, have removed those

barriers. Hadoop, a programming framework that allows for large-scale data storage and
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processing, is free and available to all developers. This software allows independent

developers,
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Introduction

With the rise of the Internet and recent technological advances, information has taken
on a whole new role in our modern world. Whereas information was simply equated with
knowledge, it has now become something of a commodity that can be gathered, stored,
analyzed, processed, and used to create new methods of understanding. The information
discussed in this context is data—data driven from clicks, browsing, purchases, and information
given voluntarily by users of the Internet. Over the past two to three decades, the research and
management of this information has become an entire field of study and commodity market

that of which has never been seen before.

Data is growing at an astronomical rate, with more being produced in the last few years
than in the entirety of prior human history. Our volume of information grows exponentially
every day, and it will never cease in its expansion. This growth will only continue, with some
reports claiming that “by 2022 containing nearly as many digital bits as there are stars in the
universe. It is doubling in size every two years, and by 2022 the digital universe — the data we
create and copy annually — will reach 44 zettabytes, or 44 trillion gigabytes.(IDC 2014)” With
this huge amount of new information at their disposal, researchers faced a problem in how to
manageable collect, store, and analyze this constantly expanding network of data. This issue

and the processes designed to deal with it are commonly referred to as “Big Data.”

In his 2001 report, “Application Delivery Strategies,” Doug Laney put words to the

formal idea of “Big Data” and introduced the idea of the three V’s in data management: volume,
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velocity, and variety.(Laney 2001). The volume vector deals with the considerable size of the

quantities of data being processed, while the velocity measures how fast that data is coming in,
with the variety vector considers the unstructured and incredibly varied types of data that will
be sorted. Through this assertion, Laney clearly explained the double-edged sword of data
management. On one hand, volume, velocity, and variety of information is wonderful for
researchers, but it also presents a significant challenge when it comes to managing these factors.
Volume is the main and most pressing issue for small researchers as each piece of data
represents memory that must be processed and occupies space. The volume of this information
is constantly increasing and expanding which benefits the variety of knowledge but requires a
complex system to handle its storage. Up until recently, this data management was limited to
costly software or frameworks that existed largely in the private sector or within large

technology firms.

Laney compares the three V’s in e-commerce situations. He notes how e-commerce channels
increase the depth of data available about a transaction, allowing an enterprise to collect up to
10x the quantity of data about an individual transaction, increasing the volume of data to be
managed. As this data appears to be an asset to the company, they are reluctant to discard the
data so they turn to purchasing online storage. This becomes an issue as the volume of large
data collected in every transaction begins to pile up and the company runs the risk of poor
financial justification for protecting the data. As the company begins to grow and sell more
online, there becomes an increase in data velocity — now not only is storage of data an issue,
the company is acquiring more data more quickly. Finally, Laney points out that as we grow
online, so too does the style of data we create. The variety of data that is created, shared, and

stored is abundant and so too must be our plan for dealing with Big Data. (Laney 2001)

Since Laney’s first introduction to the study of data collection, numerous organizations and
researchers have suggested other qualities that contribute to the quality and properties of Big
Data. For example, SAS, software management firm based in the United States writes on their

website that they “consider two additional dimensions when it comes to big data:
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Variability. In addition to the increasing velocities and varieties of data, data flows can be
highly inconsistent with periodic peaks. Is something trending in social media? Daily, seasonal
and event-triggered peak data loads can be challenging to manage, even more so with
unstructured data.

Complexity. Today’s data comes from multiple sources, which makes it difficult to link, match,
cleanse and transform data across systems. However, it’s necessary to connect and correlate
relationships, hierarchies and multiple data linkages or your data can quickly spiral out of
control.(SAS 2015)”

Other organizations, such as BBVA, suggest that qualities such as veracity and value must be
taken into account when dealing with adequately processing large amounts of data(BBVA
2017). All of these factors point to one conclusion: that Big Data is an ever changing and

growing field with new challenges and systems emerging every day.

Challenges of Large-Scale Data Collection

Data management varies significantly based on the application and organization
processing the analytics. Private companies, like Google or Facebook, utilize data research and
management programs in order to create better products for the consumer market and generate
profits. Because the majority of practical data generation has been used for and funded by
private interests, the majority of conversation about Big Data has been focused on how to
provide corporations with the software tools they need for profit generation. The

conversation, therefore, has inherently left out a major segment of software users: academia
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and research libraries. These, often public, institutions are an ever-growing segment of the

research and data management landscape and better software for the processing and storing of

data has opened the doors on analytic possibilities for such organizations.

In his 2018 workshop on “Effective Management of Big Data and Research Data

within Academic Libraries,” Marshall Breeding made the following observation:

“Libraries associated with research-oriented universities are increasingly involved with
providing services in support of managing the data produced through research projects. The
data repositories of each academic department have traditionally been managed internally and
often informally. As these data repositories increase in scale, the provision of adequate storage
and management infrastructure presents challenges. Many organizations that provide funding
or oversight of scientific research now make specific stipulations regarding the treatment of
data. The National Science Foundation in the US, for example, requires all grant proposals to
include a Data Management Plan, which states how the data produced through the research will
be managed, preserved, and made available. Many libraries have initiated services to work with
university faculty members and departments in support of the development of research data
plans.(Breeding 2018)”

New open-source programs like Apache Hadoop provide libraries and academic
researchers with a new solution for managing the substantial quantities of data often required
for analytic study. By allowing anyone the power to run significant processing and storage of
information, Apache Hadoop's software takes away the previous barrier to entry for data
research and management. This has the ability to revolutionize academia and learning as a
whole and gives an entirely new set of free and easy to use tool to those who study the field of
quantitative data research.

In Switzerland, the Large Hadron Collider is one of the most powerful machines in the
world that is equipped with over 150 million sensors that create a petabyte of data every second.
Since this data has been growing since the beginning of CERN, in both size and complexity,
the researchers run a Hadoop cluster to help deal with the massive volumes of data acquired.

While a company as large as CERN could benefit from a large distributed database or a
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RDBMS, Hadoop offers a lot more flexibility and scalability with big data that isn’t offered in
RDBMS.
The software framework of Hadoop works extremely well with all kinds of data, whether

it is structured, semi-structured, or unstructured, in large sizes from Ths to Pbs. This variability
also allows Hadoop to support a wide variety of data formats in real time, while RDBMS works
very efficiently with only structured, average sized data. An RMBDS requires that the entity-
relationship flow is defined perfectly, while Hadoop is the better choice when the need for big
data processing does not have dependable relationships. The consistency and rigidity of
RMBDS allows it to excel in dealing with online transaction processing and is often chosen by
large companies dealing with financial and structured data. However, Hadoop’s ability to
process all forms of structured and unstructured data, as well as the capabilities to alter the
program to users' needs at a low cost make it more accessible to companies. The analysis and
storage of Big Data are made easier only with the help of Hadoop and its scalable, data-
intensive program, rather than the traditional RDBMS. (Bista 2018)

In comparison:

RDBMS HADOOP

Is mainly used for structured data Used for structured, semi, and

unstructured data
Can handle average data (GBS) Can handle large data (TBS and PBS)

High costs for the license Free

Used mostly for online transaction | Used mostly for analytics of data and

processing. data discovery.

Since Hadoop is an open-source framework that anyone can learn or work within, it
represents a large-scale democratization of Big Data management. By this, we mean that
programing frameworks like Apache Hadoop allow anyone with coding knowledge to being
their own process of gathering, analyzing and collecting data for research purposes. This means

that startups, independent developers, entrepreneurs, libraries, and academic researchers all
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now have the same tools at their disposal as major technology corporations like Facebook,

Google, or Yahoo! Previously, to handle the enormous load of information in their system a
research center or library would have had to build their own framework and processes reliant
on expert programming knowledge and extensive hardware, or purchase costly data processing
software. Now, these features are at the disposal of anyone with access to a computer and a
basic knowledge of programing. All of this is possible because of frameworks like Apache

Hadoop, which will be explored further in the following section.

Apache Hadoop

Apache Hadoop is a new open-source software, which had its stable release in
December, 2017 (though it existed in numerous private use or beta forms before said release)
and has been making waves in the programing world for its exciting new application in the field
of Big Data management. The software is largely written in Java programming language
making it accessible to even the most basic of developers. Anyone who can learn basic coding
is able to access and use the Apache Hadoop framework integrated into his or her data

processing.

Because it is open source, there is no single way to use Hadoop and many ways to
customize it to the particular needs of the user. For example, Facebook programmer Andrew

Ryan explained the way the company uses Hadoop in their data management by stating:

“HDEFS clients perform file system metadata operations through a single server known as the
Name node, and send and retrieve file system data by communicating with a pool of Data nodes.
Data is replicated on multiple data nodes, so the loss of a single Data node should never be fatal
to the cluster or cause data loss.

But the loss of the Name node cannot be tolerated. All metadata operations go through the
Name node, so if the Name node is unavailable, no clients can read from or write to HDFS.
Clients can still read individual data blocks from Data nodes if the Name node is down, but for
all intents and purposes, if the Name node is unavailable, HDFS is down, and users and

applications that depend on HDFS won’t be able to function properly.”
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The following graph explains the way this meta data is collected and held within their

systems:
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Furthermore, Apache Hadoop is able to process information on such a significant scale
because it uses a Map/Reduce method of organizing the data it does collect. That method is

detailed below:

“Map/Reduce is a programming paradigm that expresses a large distributed computation as a
sequence of distributed operations on data sets of key/value pairs. The Hadoop Map/Reduce
framework harnesses a cluster of machines and executes user defined Map/Reduce jobs across
the nodes in the cluster. A Map/Reduce computation has two phases, a map phase and a reduce

phase. The input to the computation is a data set of key/value pairs.

In the map phase, the framework splits the input data set into a large number of fragments
and assigns each fragment to a map task. The framework also distributes the many map tasks
across the cluster of nodes on which it operates. Each map task consumes key/value pairs from
its assigned fragment and produces a set of intermediate key/value pairs. For each input

key/value pair (K, V), the map task invokes a user defined map function that transmutes the
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input into a different key/value pair (K', V'). Following the map phase, the framework sorts the
intermediate data set by key and produces a set of (K', V'*) tuples so that all the values
associated with a particular key appear together. It also partitions the set of tuples into a number

of fragments equal to the number of reduce tasks.(Ryan 2012)”

Roducerns => KV

Mappers => K.V K % wParttions
| Grouping | Reducer F

g > Mapper > g

= pper |+
F Ma E - Grouping Reducer F F
S ["_Mapper |+ S

> Mapper [+

The MapReduce Pipeline
A mapper receives (Key, Value) & outputs (Key, Value)
A reducer receives (Key, lterable[Value]) and outpuls (Key, Value)

Partitioning / Sorting / Grouping provides the lterable{Value] & Scaling

(Mothilal
2016)

In 2010, Facebook became the single largest user of Apache Hadoop mapping software.
The company published a note on their platform in 2012 entitled “Under the Hood: Hadoop
Distributed File system reliability with Name node and Avatar node,” explaining the way they
used the framework for the data processing systems within the company. They state, “The
Hadoop Distributed File system (HDFS) forms the basis of many large-scale storage systems
at Facebook and throughout the world. Our Hadoop clusters include the largest single HDFS
cluster that we know of, with more than 100 PB physical disk space in a single HDFS file
system. Optimizing HDFS is crucial to ensuring that our systems stay efficient and reliable for
users and applications on Facebook.(Ryan 2012)”” The company helped pioneer this application
on a scale previously unthinkable as they began collecting, storing, and analyzing the data of
the now billions of users. Every like, comment, message or share began to be housed in a

massive data retention operation on the company’s servers. This information was used to help
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determine future visitor habits, but it ended up serving a much larger goal as a test pilot for Big

Data retention in any contest. In this way, organizations like Facebook and Google have served

as beta testers and modern stand-ins for the traditional research library.

Because of their capital and financial interests, they were able to work with creators and
perfect a software framework for use in the Big Data field. These advances can now be used in
an open-source framework by researchers, libraries, and academic information catalogues. In
many ways, the framework and tools which will continue to propel academic and scientific
research forward would not have been possible without technology corporations like Facebook

and Google.

Possibilities for the Future
The possibilities for application of software frameworks like Hadoop within the

academic and library field are endless. Nearly all fields of study will be able to use programs
like Hadoop to grow their understandings and depth of study, but some will benefit even more
than others. Medicine, for instance, is one of the fields to benefit most from this new data
management framework. Using programs like Hadoop, doctors and medical researchers will

soon be able to track patient analytics on every scale.

Imagine a world in which every piece of information gathered about illness or a patient’s
medical history can be collected, tracked, and studied against the data of others. Big Data
Management has made that a very real possibility. Doctors and medical researchers are now
able to look at every step of the illness process, analyze the benefits and side effects of
medication, track surgical procedures, and map genomes to predict future disease. All of this
information at the hands of researchers and libraries will open the door for technological
advancement previously unimaginable, all because data is now able to be stored and mapped

on every level.

In his workshop on “Effective Management of Big Data and Research Data within
Academic Libraries,” Marshall Breeding makes the point that academic and library institutions

are going to benefit from the Big Data management advancements the most. He writes:
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“Organizations engage with big data to gain specific results. Scientists create data through

research processes to make discoveries, test hypothesis, or other related goals. The commercial

realm collects and analyzes big data to identify spending trends, power recommendation

engines, to enable highly targeted advertising, to refine design of products, or a host of other
possibilities to maximize their business outcomes.

Libraries and educational institutions will have their own goals in mind as they begin working

with big data. One possible application involves using big data to inform the development of

services offered by the library. By collecting and analyzing usage data, some of the aspects of
its services and operations can be assessed and refined:

- Design of digital services: understand user behaviors, resource usage, navigational
pathways, and other aspects of user interfaces and content offered. Google Analytics can
be considered an example, creating a data warehouse of use data and analytic tools able to
inform optimal web design to maximize desired user actions. While designed to inform the
use of advertising, organizations can also use Google Analytics to optimize other desired
actions such as digital downloads, successful search strategies, or other goals.

- Refinement of information systems. An information discovery environment requires a
sophisticated understanding of the content involved and user expectations to function
optimally. Fundamental features such as relevancy rankings rarely work well using the
default algorithms. Additional context data can improve the quality of search results, such
as the discipline of interest and associated specialized vocabularies.(Breeding 2018)”

When the barriers of managing data and technology are removed, the potential

advancements are endless.

Practical aspect

For the purpose of using the various sources of information stored in the databases of Iraqi
universities libraries by beneficiaries. These sources have to be managed in such a way as to
ensure that the data is communicated to the adherent without a lack of information through the
use of best practices by university libraries and information institutions. Here it is necessary to

sweat the information available in the library databases of Iragi universities.
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Despite the diversity of information sources, the digital format available from those sources has
been formed by two important authorities, which are theses and university theses, with a rate
of 80% of the total information sources available in (doc. Pdf) libraries (the subject of study),

which are in two forms (Pdf)and 19% represented in digital books, it is in the form of:
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The total number of archived databases reached 3,08 terabytes which represents (107345)
theses or university theses represent 2,49 Tera bytes, compared to 25661 electronic books
stored in the databases of these libraries, which represented 5852 megabytes within its full text
there are only hyperlinks associated with its biographical information. So, there is a preference
for university theses that have been better explored through several entrances and allow
searching within the text, when examining the databases, the researcher found, and despite the
diversity of databases among the various university libraries, the dominant feature is in the
search operations by subject, author or title. It is used in most other types of databases. It has a
large body of research in this field, and through several criteria, including time, accuracy, and
the size of the sources that are called at one time, the researcher finds these results

unsatisfactory in the near future.
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1- Enlarging of intellectual production, especially in theses and university theses, and the steady

increase in them annually, as indicated by many local types of research and studies, which are

steadily growing annually in their sizes.

2- Entering scientific research as a strong competitor to a university thesis, especially those
published globally to be within the local scope of local databases, after the great assurances

made by the Iragi ministry of higher education and arguing in this field.

3- Increasing the quantities of books authored by teachers and experts in several fields and
their direct availability in digital form, it was made into one of the cornerstones of the

aspirations of the beneficiaries.

4- The inadequacy of traditional search strategies to keep pace with the needs of the
beneficiaries, especially as they depend on the main features in database tables without taking

Connections between these fields.

Therefore, it is necessary to use techniques that are responding to the search strategies,
especially in reversed exaggerations and double search, which is the use of the Hadoop program

or other programs to cover the intellectual outputs in the future.

Advantages and Disadvantages of Big data:

Disadvantages Advantages
the quality of data enhanced productivity ( improvement Productivity )
rapid change Butter costume services (beneficiaries for )

Challenges of Big Data in libraries:

E38




field this in specialists)

lack of professionals ( of shortage The improve decision making

Cyber security risks minimization the cost (reduction cost )
flexibility and malleability) Revenue increased (revenue Increase )
hardware needs (needs Equipment) fraud detection

increased agility and stay in competition ( Increase

competitive stay and activities)

6.

Needs for management across dissimilar data sources.

. Lack of professionals how to know big data analysis.

Achieving correct business insights out of big data.
Management of voluminous data.
Storage issue.

security and privacy of data

results Search

1. Despite the diversity of databases between the different university libraries, the

dominant feature in searching for information sources is by subject, author or title.

This search method is used in most types of office databases , and with the

complexities of accessing the full information of the content of these dissertations

and theses, and not being available in full text in most databases, due to the lack of

appropriate techniques to deal with large data and absorb this amount of data And

the inadequacy of traditional search strategies to keep pace with the needs of the

users
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2. Big data statistics suffer from many fundamental flaws when the data is large enough
that we can find any data lurking within it somewhere, and the observations that can
be found may be statistically significant but without actually making any sense.
Whenever we choose a subset of big data, we may have no way of knowing the

.significance of the data that has been left out

3. Possible applications in the use of big data to inform the development of services
.provided by the library

4. By collecting and analyzing usage data of users, we can evaluate and improve some
aspects of the library’s services and develop its procedures.

5. Designing digital services: understanding user behaviors, resource usage and users'
browsing paths, dealing with user interfaces, and handling advanced research .
,Google Analytics can be taken as an example

6. A repository can be created to use data and analytical tools capable of directing
optimal web design to achieve maximum of required user actions.

7. Organizations can also use Google Analytics to improve other desired actions such
as .digital downloads, successful search strategies, or other goals

8. Refinement of information systems. An information discovery environment requires
a sophisticated understanding of the content involved and user expectations to
function optimally. Basic features such as relevance ratings rarely work well with
default algorithms. Additional context data can improve the quality of search results,

such as subject of interest and related specialized vocabulary.

9. The application of open-source software such as Hadoop will provide endless
possibilities in academic research and library studies. Research in the field of using
programs such as Hadoop will contribute to expanding the awareness and understanding
of researchers and open up broad scientific horizons for them in developing their

research. Still, some libraries have not benefited from these programs effectively for
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themselves and their users so far, unlike other institutions that have benefited

extensively from these programs.

10. Big data needs a technological infrastructure that includes tools for capturing,
analyzing and storing information to visualize the huge amounts of unstructured big data
that can be modified, updated, processed, and transformed into valuable information to
promote the potential growth of using that data to improve retrieval .efficiency. This

cannot be accomplished by relying on old technologies

11.researcher also found in the results of her research that the current situation is not
satisfactory and may continue to be so in the future due to the continuous increase in the
number and sizes of university dissertations and theses and the corresponding strong
competition from scientific research, as researchers are turning to it at the present time,
which led to the deterioration of the demand for University theses in comparison with
the increasing demand for scientific research due to the complexities of accessing its
contents in full text and the inadequacy of traditional research strategies to keep pace
with the needs of users, especially with the increasing availability of books in digital,
despite the presence of some limitations to access the full digital content of digital
books. The researcher recommended that it is necessary to use techniques that respond
to search strategies, especially in big data and
advanced research, by using Hadoop program to obsorb intellectual outputs in the

future.

Ea1



Conclusion

Big Data is a growing and evolving field that will greatly benefit in the long run our
libraries that contains literature and knowledge. Although it is effectively useful, it presents
its challenges and obstacles, especially in implementing big data management programs and
platforms. There’s a need for libraries to Provide a new frameworks and methods of work
that are compatible with the changing needs of the users, increase of their numbers, the large
amount of data produced by researchers and specialists, and working on investing in modern
technologies through open source software in this field, such as Apache Hadoop software,
which allows a continuos tracking and collecting big data that is continuously growing and
expanding. This new program will allow institutions such as libraries and academic research
centers to use the same advanced big data handling techniques that were the monopoly of
private companies in the field of Technology such as Facebook or Google, as these new
technologies have the potential to open doors for research and allow significant progress in

academic communit,. and creating innovation in research areas.
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