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ABSTRACT 
       The design and implementations of a mobile target tracking system using 
field-programmable gate array (FPGA) are presented in this work. The idea of 
variable dimension (VD) filter which is used for tracking the nonmaneuver and 
maneuvering target is simplified and demonstrated by the FPGA implementations.  
       In general, the VD filter consist of two different Kalman filter dimensions and 
the fading memory detection scheme. In this tracking algorithm, the first Kalman 
filter is operates in its normal mode in the absence of any maneuvers, at same time, 
from the property of the innovation sequence and state estimates of this filter, the 
fading memory detector switch is used to determine that a maneuver is occurring, 
once a maneuver is detected the second augmented Kalman filter which uses a 
different state model is used to track the target in maneuvering motion course. 
           In this paper, the single Kalman filter is used to replace the second 
augmented filter of the VD algorithm, in this case when the maneuver is occur, the 
single filter is used in parallel with the first Kalman filter to track the target in 
maneuvering motion course without modifying the operation of the first Kalman 
filter. This step will simplified and reduce the calculation of the VD filter.The 
implementation for this system using FPGA will discuss in details, it will resulted 
to implement a low cost and mobile tracking system with high flexibility. Many of 
the general results presented in this paper are also useful for performance 
evaluation of this simplified variable dimension (SVD) filter algorithm as a 
compared with the VD filter algorithm.  
 
Keywords :Target tracking, VD Kalman filter, FPGA implementation, Hardware 
design, Fading memory detection, Non-maneuvering and maneuvering. 
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 VDمرشح ل عام، بشك .FPGA ال وتعزیزة بواسطة تنفیذ ھ یتم تبسیطمناورة ا المناور وغیر ال
 تتبعال. في خوارزمیة fading memoryبعاد ونظام الكشف لامختلفین أمرشحي كالمان تكون من ی

عمل في الوضع العادي في غیاب أي مناورات، في الوقت نفسھ، من یألاول ، مرشح كالمان ھذه 
 fading memoryشف اكاللھذا المرشح، یتم استخدام  تخمین الحالةو ھ تسلسلالمالتقدیرات  خصائص

الثاني والذي یستخدم المضاف مرشح كالمان فان  ث، بمجرد الكشف عن مناورة ثلتحدید أن مناورة حد
 مناورة.خلال فترة اللتتبع الھدف  یستعمل  نموذج مختلف

 ال خوارزمیة فيالمضاف لیحل محل المرشح الثاني  مفردالفلتر تم استخدام كالمان في ھذا البحث, 
VD عفي نفس الوقت م كالمان المفردالمناورة ، یتم استخدام مرشح  حدوث لحالة عند، في ھذه ا 

. وھذه الاول مرشح كالمان عملفي دون تعدیل خلال فترة المناورة لتتبع الھدف ألاول مرشح كالمان 
اقش سوف ین FPGAھذا النظام باستخدام لتنفیذ ال .VDمرشح  اتمن حساب وتقللبسط سوف تالخطوة 

مرونة عالیة. ذات التكالیف و نظام تتبع للھدف المتحرك منخفض  إلى تنفیذ  یؤديل، وسوف لتفاصیاب
 )SVD(خوارزمیة التصفیة ھي أیضا مفیدة لتقییم أداء  بحثال االعدید من النتائج العامة الواردة في ھذ

 .)VDھذه مقارنتا مع خوارزمیة التصفیة (
 
INTRODUCTION 

arget tracking is a significant problem in field of object recognition and 
tracking. This problem is more challenging due to involvement of compute 
intensive loops asserted in the process of recognition and tracking of object. In 

most target detection algorithms difficult thing is to optimize the algorithm in time 
and space simultaneously.  
 The non-maneuvering and maneuvering conditions are usually gives a good 
accuracy in the tracking systems. Both non-maneuvering and maneuvering conditions 
are usually existed with together in a radar tracking system [2]. The use of the 
nonmaneuver-base filters (NMFs) and maneuver-base filters (MFs) corresponding to 
the actual target motion is complicated by the lack of knowledge of both the 
maneuver magnitude and the maneuver onset and ending times [3]. Several 
approaches have been used to solve this problem [3-12] and one from the most using 
solves is the variable dimensions (VD) filter [1].  
 The VD filter is a particular type of innovations based adaptive filter, which 
consist of both the NMF and the MF; the intermittent use of either filter is determined 
by a decision mechanism [3]. If This filter applied with spherical coordinate instate of 
Cartesian coordinate, then the NMF is a two state Kalman filter which is operate in 
the normal condition (when the target  is not under  maneuver condition), at same 
time this filter provide the detector (the fading memory detector) with the innovation  
sequence which help to detect the existence of the maneuver, once a maneuver is 
detected the second augmented Kalman (three state)  filter which uses a different state 
model is used to track the target in maneuvering motion course (see Fig.(2)). The 
VDF may provide rather good performance with efficient computation. 
 Since target tracking filters in real-time requires dedicated hardware to meet 
demanding time requirements. Modern field programmable gate arrays (FPGAs) 
include the resources that are needed to design such efficient filtering structures. This 
media will give a portable, high speed and low cost system. 
 In this article, the VDF is simplified by use a single Kalman filter and the 
modification to the two state Kalman filter to track the maneuvering target instead of 
the augmented three state filter then the hardware design implementation for the  
simplified VD filter (SVDF) by the field-programmable gate array (FPGA) is 
presented. This article will shows the practical steps to solve of the design problems 

T 
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for this system under FPGA to satisfy a low cost and high speed portable tricking 
system.  
 This paper is organized as follows. The next section explains the simplified 
variable dimension filter, while section 3 give the reduce SVDF equations, section 4 
that outlines the hardware design for the SVDF by FPGA. The system cost and delay 
calculations are presented in section 5 and the implementation of the system using 
FPGA presented in section 6. In section 7 some comparative simulation results are 
presented to highlight the performance for the VD and SVD filters and improvement 
obtained by using these approaches. The sections 8 and 9 are the discussions and 
conclusions for the results of this paper respectively. 
The Simplified Variable Dimension (SVD) Filter 
 In this paper, the suggested SVD filter in Fig.(1) is consist of two Kalman 
estimator with fading memory detection scheme (FMD), the first one is two state 
Kalman filter used to estimate the position and the velocity when the target in 
nonmaneuveing course, from the property of the innovation sequence and state 
estimates of this filter, the FMD switch can be worked, while the second filter (the 
acceleration filter) which depended on the residual sequence of the first filter, is 
single Kalman filter and it is used in parallel of the first Kalman filter to estimate the 
acceleration and the new estimate to the position and velocity of the maneuvered 
targets without modifying the  operation of the first Kalman filter. 
  The VD and SVD filter that used in this paper is applied with spherical 
coordinate instate of Cartesian coordinate. The following subsection gives the details 
of each part in Fig.(1). The operations details the simulation examples for the 
suggested tracking algorithms are given in the following subsections. 
Non-Maneuvering (Two state) Filter 
 The target state is defined in the measurement vector (such as range, bearing 
and elevation in radar system) direction. Then, the tracking filter may work separately 
in each direction approximately [5]. One single direction (like range) operation is 
described in the following. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
When the target is moving in non-manewering course, the target motion and the 
measurement can be modeled as a constant velocity model by a state with two 
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Figure.(1):the block diagram for the SVD filter. 
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dimensional vector )][( TvrX = with some process noise that models slight changes 
in the velocity, the target process model discredited over time interval of length T is 
[6]. 
      )()()1( kGWkXkX +Φ=+                                                               ...(1) 
      )()()( kVkHXkY +=                   …(2)               
  

  Where 
Φ  : transition matrix. 
X(k): the state vector consisting of the radial range and range rate components 

denoted by r(k) and v(k) respectively.  
Y(k): measurement data, the observation (the range measurement) from the radar 

system. 
H    : the observation matrix. 
W(k):  random acceleration process. 
V(k): the measurement noise. 
W(k) is modeled as a white Gaussian noise with zero-mean and covariance matrix 
Q(k) defined as: 
      )()()}()({ jkkQjWkWE T −= δ                                                         …(3) 
 
Where ).(δ  is the Kroneker-delta function. 
 The covariance matrix Q (k) is defined by [13], 
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 where q  is the spectral density of the continuous white noise change in acceleration 
process and 2

mσ  is the variance of the change in acceleration noise.  
  The measurement noise )(kV  is modeled as an independent white Gaussian 
process with zero-mean and variance (the error of the measured range) 2

rσ defined as; 
       { } )()()( 2 jkkVkVE r

T −= δσ                                                              …(5) 
 
The noise process W(k) & )(kV  are uncorrected (i.e. 0)}()({ =jVkWE for all j and 
k) . 
 The two state Kalman filter equations can be described by the following state 
space equations:  

Filter state prediction:  
)1/1(ˆ)1/(ˆ −−Φ=− kkXkkX                                   

 
       …(6) 

Error covariance  prediction: 
)()1/1()1/( kQkkPkkP T +Φ−−Φ=−                         

 
       …(7)     

Filter gain: 
 12 ])1/([)1/()( −+−−= r

TT HkkHPHkkPkK σ           
 
       …(8) 
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Filter state update: 
  )]1/()()[()1/(ˆ)/(ˆ −−+−= kkHXkYkKkkXkkX                     

 
       …(9)       

Error covariance update: 
)1/(])([)/( −−= kkPHkKIkkP                                  

 
     …(10) 

 
 The two state Kalman is initialized as 
 )0()0/0(ˆ yr =      
and 

Tyyv /)]0()1([)0/0(ˆ −=  
 
where y(0) and y(1) are, respectively, the first and second received sensor 
measurements. 
While initial estimation error covariance for this coordinate is then: 


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
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= 222
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TT
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 2.2. Fading Memory Detection (FMD) Scheme 
 
 A simple fading memory average of the innovations from the two state 
Kalman filter is computed as follows [1]: 
                   )()1()( kdkLkL F +−= α                                                  … (11) 
with 10 << Fα and 
                 )()()()( 1 kRkNkRkd T −=                                                   … (12) 
R(k) is the “innovation process” of Yk),  
             )1/(ˆ)()( −−= kkXHkYkR                                                     … (13)  
which is zero mean and variance given by;                   
                2)1/()( r

THkkHPkN σ+−=                                              … (14) 
 
 Since d(k) is under the Gaussian assumption chi-squared distribution with ny 
(dimension of measurement) degrees of freedom. The effective window length (M) of 
the fading memory average over which the presence of a maneuver is [1]; 
               

F

M
α−

=
1

1                                                                         … (15) 

  Accept the hypothesis that a maneuver is taking place if L(k) exceeds a 
certain threshold [1].  
 Here in this paper two threshold are used, 1λ is the first oneand 2λ  is the 
second threshold. 
  
2.3. The Second (Acceleration) Kalman Filter 
 When a maneuver occurs, an acceleration item Bu is applied in Eq.(1) such 
that the target process model in Eq.(1) Becomes as below [ 5,6 ]: 
 
     )()()()/( kBukGWkXkkX ++Φ=                                                 … (16) 
Where B is acceleration transition vector defined by[6], 
     B=[T2/2   T]T        

                                                                                   …(17) 
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u(k) is the unknown acceleration term, this term can be deemed as either a random 
signal or a deterministic signal. Here we consider it as a random signal that influences 
the system dynamics. The dynamics governing this random maneuver term is [14]. 
 
       )()1()( kWGkuku uu+−=                                                              … (18) 
 The )(kWu is uncorrelated white Gaussian sequence with zero mean and 
variance given by [6]: 
       )()}()({ kQjWkWE u

T
uu =                                                               …(19) 

The state measurement model which define in Eq.(2) is become, 
      )()()()( kVkCukHXkY ++=                                                          …(20) 

With 2
2TC =  , while  H & V(k)  is define previously.                                                                       

 
The Equations for the acceleration filter steps are [6]:   
Filter acceleration estimate: 
    )]1/(ˆ)()([)1/(ˆ)/(ˆ −−+−= kkukSkRkkkukku u                                       …(21)   

 
 

Acceleration error variance prediction: 
 T

uuu GkGQkkPkkP )()1/1()1/( +−−=− .                                                   …(22)  
 
 

 Acceleration filter gain: 
12 ])1/()()1/()([)()1/()( −+−+−−= r

TT
u

T
uu HkkHPkSkkPkSkSkkPkK σ                                   

 
...(23) 

Acceleration error variance update: 
)1/()]()(1[)1/( −−=− kkPkSkKkkP uuu                                                    

 
…(24) 

Sensitivity  matrices: 
  CkHUkS += )()(                                                                                       

 
…(25) 

  BkVkU +−Φ= )1()(                                                                                 …(26) 
 CkKkUHkKkV )()(])(1[)( −−=                                                                 …(27) 
 
The acceleration Kalman filter is initialized as 

0)0/0(ˆ =u      
and 

[ ]01.)0/0( =uP    
While initial values for the sensitivity matrices U(k) and V(k) are assumed zero.   
 
2.4. The Relation Between the First and Second Filters 
 The estimate of u is used to compensate the output of the two state Kalman 
filter by the following equation [6, 15]; 
    )/(ˆ)()/(ˆ)/(ˆ kkukVkkXkkX n +=                                                                  … (28) 
   )()/()()/()/( kVkkPkVkkPkkP T

un +=                                                          … (29) 
 
3. Reduce the Equations of the SVD Filter 
 The first step in reduce the equations in each part of the SVD filter is to refer 
to each of the present and the previous error covariance, filter gain, filter state 
element, the sensitivity matrices, the new filter state element, filter acceleration as 
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these equations. Hence, the first two state Kalman filter equations in the SVD can be 
reduced to only three equations by substitute  the predicated state Eq.(6 ) in Eq.(9)  
and the predicted error covariance Eq.(7) in Eq.(10) after redress each of element of 
Q(k) in Eq.(7) and the element of H matrix in Eq.(8), Eq.(9), and Eq.(10), therefore 
the two state Kalman equations becomes as below; 
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 Filter state: 
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  Error covariance: 
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     In other word, the FMD equations can be summarized in the following single 
equation: 
       

)(
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     The initial value for L(k)=0, while the second Kalman filter and the new 
estimation state equations can be reduced to the following equations after remove the 
C from Eq.(25) and the term(C*K(k)) from Eq.(27) in addition to neglected the 
Eq.(29) from these calculations: 
  
Filter acceleration estimate: 
            )]*([ 1 uURkuu u −+=                                                              …(34) 

  Acceleration filter gain: 
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u PUPU
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=                                                       ...(35) 

Acceleration error variance: 
)(*)]*(1[ 1 uuuu QPUKP +−=                                                                …(36)  

 valuetconsQu tan=  
Sensitivity  matrices: 
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4. The Design of variable dimension (VD) filter using FPGA 
 
4.1 Problem Definition 
 The goal of this work is implement a portable tracking system with low price. 
The first we will think to use FPGA devices because it is a portable and low price. 
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Figure.(2):the block diagram for the variable dimension (VD) filter. 
 
The deep analysis for the tracking system in Fig.(2) show that this system required to 
about 35,532 cells as in table (1). Let an approximation cost for the basic elements [] 
in this system as 16-bits are adder, multiplier, divider and other elements (such as 
comparator, MUX).  
 
 

Table (1a): The requirements of the system in Fig.(2). 
Component  Adder Multiplier Divider Other elements 
2D filter 33 14 1 20 
3D filter 65 27 1 35 
Other system components  3 2 0 67 
Total system 101 43 2 122 
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Table (1b): The approximation cost of the component in FPGA cells. 
Component cost  Adder Multiplier Divider Other elements 
Cost/ cells 40 600 1000 40 

 
 

Table (1c): The approximation cost of the system in FPGA in cells. 
Component 
cost  

Adders 
cost 

Multipliers 
cost 

Dividers 
cost 

Other 
elements 
cost 

Total 
cost 

Rational 
cost  

2D filter 132 8400 1000 800 10332 29% 
3D filter 2600 16200 1000 1400 21200 60% 
Other system 
components  

120 1200 0 2680 4000 11% 

Total system 4040 25800 2000 4880 35532 100% 
 
 The basic analysis for this system shows that. The system is huge and slow 
while the FPGA chips are fast and limited. That is like move a mountain from rocks 
to 1000 meter using small fly. 
 
 There is no direct solution for this problem, but it required to a novel and 
complex solution. The proposed solution has three levels: 

1- The mathematics and physical level. This level will reduce the mathematics 
equations for the system with save its physical specifications. 

2- The simulation level. The main target for this level is reducing the databus 
for minimum as possible with acceptable additional error. 

3- The implementation level. In this level we will select low cost digital 
components to reduce the total cost of the system. 

 
The Mathematics and Physical Level 
 This section discusses how the total system complexity can be reducing with 
same output result by the simplified variable dimension (SVD) filter that shown in 
Fig. (1). This solution will eliminate the 3D filter that has the great part from the cost, 
so it in result will reduce the total cost as in table 2. 

 
Table (2): The approximation cost of the system in figure (1). 

 
Component Adder Multiplier Divider Other 

elements 
FPGA 
cost/ 
cells 

Rational 
cost 

2D filter 33 14 1 20 10332 49% 
Acceleration 

filter 
7 6 0 13 4400 21% 

FMD detector 3 2 1 0 2320 11% 
Other system 
components 

3 2 0 67 4000 19% 

Total system 46 24 2 100 21052 100% 
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 The new cost for this level is less than 60% from the cost of the system in 
table (1c). That is mean this level reduce the cost of this system without any reduction 
in its efficiency or in its accuracy. 
The Simulation Level 
 This level fox to reduce the databus for the system but the reduction for 
databus will increase the error in the output and in result reduce the accuracy of the 
output results. The additional error in this level must remain less than the effective 
values. 
 This level depends on the following procedure: 

1- Calculate the values of the variables and constants in the system and detect 
the output sensitivity for these values. 

2- Give initial databus for each value. 
3- Simulate the output for new databuses. 
4- Use try and error to find acceptable results with minimum databus width. 
5- The databuses will limited to use three values 8, 12 and 16 bits. 

The result for this level are summarize in table (3). 
 

Table (3): The results of the simulation level with the maximum error. 
 

Component Variable Range Databus/ 
bits 

Maximum 
error 

system X1 0 to 5*106 meter 16 38 
X2 0 to 104 m/sec 16 38 
P 0  to 104 12 1.22 
K 0 to 1 8 0.002 
T Scalar value 1 sec. --  

rσ  Scalar value like 100 meter 8 0.2 

1mσ  Scalar value like 5 m/ sec2 8 0.2 

2mσ  Scalar value like 20 m/ sec2 8 0.2 
2D filter L 0 to  7,000 12 9 

N 0 to 7*104  m 12 9 
R 0 to 6,000 m 12 9 
d 0  to 2*104 12 9 

1λ  Scalar value like7.5. 8 0.2 

2λ  Scalar value like 11.04 8 0.2 

Fα  Scalar value  can be from 0 to 1 8 0.2 
FMD V1 0 to  21 12 0.014 

V2 0 to 7 12 0.014 
U1 0 to 28 12 0.014 
U2 0  to 8 12 0.014 
Pu 0 to 110 12 0.014 
Ku 0 to    0.05 8 0.0001 

second filter u 0 to 60 m/sec2 8 0.1 
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The Implementation Level  
 This level work to reduce the cost of each element in the system separately to 
reduce the total cost. This level will depend on the low processing speed of the 
system (1 sec) and the high speed of the FPGA (few nsec) to implement a low cost 
and low speed components and circuits in view of FPGA but this components are 
suitable speeds for the system. This level will discuss a four main component called 
basic component as in sub-section 5.3. 
 
The System Cost and Delay Calculations 
The Cost Calculations of the Components 
 The calculation of the cost is simple and the hand calculations are similar to 
the result of the hardware implementation in ISE 4.1i with error is +2% in maximum. 
The additional error comes from the long paths in the routing implementation that 
needs to connection points. []  
The cost of the small circuit is very simple as in []. While the total cost of the 
complex system is the sum of the costs of the components in it. 
The Delay Calculations of the Components 
 The calculations of the delays of the components are very complex. The hand 
calculations like the result of the hardware implementation in ISE 4.1i with error 
reach to about ±20%. The high error comes from the paths in the long routing 
implementation.  
 The delay of the small circuit is simple calculations as in []. While the delay 
of the complex system require to draw the circuit and estimate the longest path, then 
sum the maximum delays of the cascade connection components to find the 
maximum delay ( longest asynchronous path) in the system. The total delay will 
calculate as in Eq.(40). 
 
 Et L * tytotal dela ±=                                      … (40) 
When L :is the longest path measured in cell delay 
          t :the cell delay, it is approximate value as example cell delay for XC2V1000 is        

1.5 nsec. 
         Et: is the additional time delay add because the long paths in the system. This    

value is not fixed and increase with complexity of the system. 
 
The Cost and Delay Calculations of the Basic Components 
The basic components that will use in this system are: 
 
1- Adder: The basic used adder is a 4-bit ripple with carry lookahead as in Fig.(3) that 
required to 10c with 4d for the output and 2d for the last carry. The 8-bit adder 
implements using two units from the 4-bit adder, the 8-bit adder requires to 18c and 
6d. The same way  will use for the 12-bit adder that require to 28c and 8d, and the 16-
bit adder that require to 38c and 10d. 
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2- Multiplier: The basic used multiplier is a parallel shift and adds 8x8-bits multiplier 
(8-bit mult. for simplicity) that required to 200c and 22d. The 12-bit mult. require to 
466c and 38d, it implements using same techniques for 8-bit mult.. The same way 
will use for the 16-bit mult. require to 860c and 57d.  
3- Divider: The divider will implement directly as a LUT that require to 2(n-4)c and 1d. 
4- Other components: the other components are n-bit complement that required to n 
cell with 1d, n-bit switch that required to n cell with 1d and n-bit registers that 
required to n cell with 0d. 
6. The Implementation Details  
 The details of the design of the system will repeat the system in Fig.(1) in 
hierarchical form as in Fig.(4).  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
  
 
 
 
 
 

 
U11 

 
U2 

 
U3 

 
U12 

U1 

U13  

U0 

Figure. (4): The blocks of the implementation for the system in 
Fig.(1). 
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4-bit carry 
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b0-b3 
a0-a3 

c3 

Figure.(3): The details of the implementation for the 4-bit adder. 
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This figure has 4 unit assigned as U0-to-U3. The units U1-to-U3 are like the blocks 
units in Fig.(1), while the unit U0 is the control and initial values and it service and 
control for all other units in the system. 
 
6.1. The Cost and the Delay of the Unit U1 
 This unit is the service unit for the system; it has three sub-units connected as 
in Fig.(3) with the following details: 
 
1- U11 is the FMD block shown in Fig.(2). The design details show it has six sub-

units as in table (4) and connected as in Fig.(5). This sub-unit required to 4914 
cells with total delay is 132 cell delays. 

2- U12 is 4 parallel groups of switches each one has 12-bits that required to 12 cells 
and 1 d. in result this sub-unit require to 48 cell and 1d delay.  

3- U13 is a 16-bit adder with total cost is 38 cells and 10d delay. 
 The unit U1 has a total cost is 5012 cells and over all delay is 143 cell delays. 

 
Table (4): The simplified equations, the costs in cells and the delays in cell delay 

of the sub-unit U11. 
Sub-
unit 

Equation  Components  Total cost Total 
delay  

U111  
1XYR −=  16-bit adder 38 10 

U112 2
11 rPN σ+=  12-bit adder  28 8 

U113 NRRd /1**=  2x16-bit mult., 
12-bit divider 

860+3072+860 
=4792 

57+57 
=114 

U114 dkLkL F +−+= )1()( α  2x12-bit adder,  
12-bit registers 

28+28+12 
=68 

8 
 

U11 FMD

)(
)(*)()( 2

11

11

r
F P

XYXYLL
σ

α
+

−−
++=

 

----- 4926 132 

 
 
 
 
 
 
 
 
 
 
 
 
 
                              
 
 
 

-     U111 

+    U112 

U113 
* 
 

LUT 
* 

 
+      

 
  + 

D 
FF 

U114  
Y 

x1 

P11 

σ 2 

α 

R 

N 
d 

L 

Figure.(5): The details connections of the unit U11. 
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The Cost and the Delay of the Unit U2 
 This unit is the acceleration filter in the system; it has three sub-units as 
follows (Fig. (6) Shows the details connections of the unit U2): 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Table (5): The simplified equations, the costs in cells and the delays in cell delay 
of the unit U2. 

Sub
-
unit 

Equation  Components  Total cost Total delay  

U2
1  

)]*([ 1 uURkuu u −+=  12-bit mult.,   8-bit 
mult.,      2x12-bit 
adder,  12-bit 
registers 

466+200+2
*28+12=73
4 

38+8+22 =68 

U2
2 

1*UPT u=  

)]()*[( 2
111 r

u PTU
TK

σ++
=

 

2x12-bit adder, 
2x12-bit mult.,  12-
bit divider      

2*28+2*46
6+256=124
4 

38+38+8+1= 
85 

U2
3 

(*)]*(1[ 1 uuu QPUKP +−=
 

2x12-bit mult.,     
12-bit adder,      12-
bit complement 

2*466+2*2
8+12=1000 

38+38  = 76 

U2
4 








+
++

=







1

5.0

2

21

2

1

V
VV

U
U

 
3x12-bit adder           3*28=84 28 

U2
5 








−

−
=









122

11

2

1

*
)1(*

UKU
KU

V
V

                                                  
2x12-bit mult,         
12-bit adder,      12-
bit complement 

2*466+2*2
8+12=1000 

38 

U2
6 








+
+

=







)*(
)*(

22

11

2

1

uVx
uVx

x
x

                                                           
2x12-bit mult.,        
2x16-bit adder       

2*466+2*2
8=988 

38+38            
=76 

U2 Acceleration filter  ----- 5050 199 
                 

U 

       Figur.(6): The details connections of the unit U2. 
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The unit U2 has a total cost is 5050 cells and over all delay is 199 cell delays. 
The Cost and the Delay of the Unit U3. 
 This unit is the two states filter in the system; it has seven sub-units as 
follows (Fig. (7) Shows the details connections of the unit U3): 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

Table (6): The simplified equations, the costs in cells and the delays in cell delay of 
the unit U3. 

Sub-unit Equation  Components  Total cost Total 
delay  

U31 U311 
221221111 PPPPf +++=

 
3x12-bit adder 3*28=84 8+8=16 

U312 
22212 PPf +=  12-bit adder 28 8 

U313 
22123 PPf +=  12-bit adder 28 8 

U32 U321 
11*1 qqg =  12-bit mult. 466 38 

U322 
12*2 qqg =  12-bit mult. 466 38 

U323 
21*3 qqg =  12-bit mult. 466 38 

U324 
22*4 qqg =  12-bit mult. 466 38 

U33 U331 111 gfh +=  12-bit adder 28 8+38^=46 
U332 232 gfh +=  12-bit adder 28 8+38^=46 

U34 U341 
211 xxm +=  16-bit adder 28 8 

U342 12 mYm −=  16-bit adder 28 8+8^=16 

 
U33 

U36 
 

U37 

K 

M 
F 

K 
X 

 
U35 

X 

H  
U34 

P 

Y 

U31 P F 

H 

U32 Q G 

G 

K 

Figure.(7): The details connections of the unit U3. 
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^ Additional delay comes from the previous unit(s) 
 
Note: The variables in table (6) is grouped as capital later (example F=f1, f2 and f3). 
The unit U2 has a total cost is 7598 cells and over all delay is 146 cell delays. 
The Cost and the Delay of the Unit U0 
 This unit is the control and service filter in the system; it has three sub-units 
as follows: 

1- U01- is the constant memory registers. This sub-unit has seven sub-units, the 
first six sub-units are an 8-bit registers, while the U017 is the interface circuit 
for the constants. U017 receive the values of the constants serially then sent 
them to the suitable register. This sub-unit receives the control instruction 
from the control unit U03. The details of the cost and delay for U01 are in 
table (7).    

 
Table (7): The simplified equations, the costs in cells and the delays in cell delay 

of the sub-unit U01. 
Sub-unit Equation- constant Components Total cost Total 

delay 
U011 

rσ  8-bit register 8 0 
U012 

1mσ  8-bit register 8 0 

U013 
2mσ  8-bit register 8 0 

U014 
1λ  8-bit register 8 0 

U015 
2λ  8-bit register 8 0 

U016 
Fα  8-bit register 8 0 

U017 Input interface for 
constants 

8-bit 
register,     8-
bit decoder 

8+8=16  

U01  ----- 54 0 

 Continuation Table(6)    
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U3 Two states filter  ----- 7598 146 
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2- U02- is the initial values part. This part has three sub-units U021-U023 that 

generate the initial values from the equations in table (8). Each one from 
these sub-units has MUXs that has two groups of inputs (each one is 8 or 12 
bits) with one output as in Fig.(8). The first input is the initial value while the 
other is the value of the system after starting. The sub-unit work as switching 
with a starting order input that received from the control unit U03. The 
details of the cost and delay for U02 are in table (8).    

3- U03- is the control part. This part is very simple because the system in 
general is an auto data stream. As example the data pass from U2 to U3 
automatically and no need to any control signal. The sub-unit U03 design to 
controlled on: 

i- The input of the initial and constant values in U01 and U02. 
ii- The reset signal for the system. 
iii- The switch signal for U12. 
iv- Work as interface with the system as optional job. This part will neglect in 
this paper because it depend on the properties of the total system. 
Hence, the delay of U0 will neglect because it delayed the system at start point 

then it withdraw for the next time of work. The cost of the unit U0 is about 300 cells.    
 
 

Table (8): The simplified equations, the costs in cells and the delays in cell delay 
of the sub-unit U02. 

  
Sub-unit Equation  Components  Total cost Total delay  
U021  )0()0/0( yr =  12-bit register, 

12-bit MUX 
12+12=24 0 

U022 )]0()1([)0/0( yyv −=   12-bit adder, 
12-bit register, 
12-bit MUX 

28+12+12
=52 

8 

U023 








=

21
11

)0/0( 2
rp σ  

8-bit register, 
8-bit MUX 

8+8=16 1 

U02  ----- 92 0 
       
 
 
 
 
 
 
 
 
 
 
 
  
 

U021 r 

U022 y v 

U021 σ 2
 P 

Figure.(8): The block diagram of the sub-unit U02. 
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 The Total Cost and the Delay of the System 
            The cost of the system is the direct sum of the costs of the four units U0-U3 as 
in table (9). The practical costs in ISE 4.1i has some different in the calculation of the 
costs because some small internally details not discuss in this work but it put in the 
design programs. Examples of these details are the neglected bitsrein the last adder in 
multiplier, neglected LSB in the adder, merge the n-bit register with the n-bit MUX in 
U02 and the neglect the details of U03.  
 
 

Table (9): The final costs in cells and the delays in cell delay of the total system 
and its units. 

*Under software implementation in ISE 4.1i 
 
 
Simulation and Comparison 
 The performance of the SVD filter is tested and compared with VD filter 
using the two maneuver scenarios that shown in Fig.(9)[16]. with parameters for the 
two scenarios and the first two state Kalman filter in SVD and VD filters are given by 
the following: 
 

• Sampling interval T:1 sec. 
• The standard deviation for the measurement noise σr: 100 m 
• The standard deviation of the target noise disturbance σm1: 5m/sec2 and σm2: 

20m/sec2. 
• The constant target radial velocity v: 250 m/sec. 
• The initial value for the target range r(0): 1000 m  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Unit  Function  Calculated 
Cost/ cell 

Cost*/ 
cell 

Delay/ 
cell delay  

Delay*/ 
nsec 

U0  Control and inertial  300 NA 1 NA 
U1 FDM and switching  5012  4942 143 219 
U2 Acceleration filter 5050 4868 199 266 
U3 Two states filter  7598 7476 146 198 
System  Target tracking  17960 17286 343 457 
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Figure.(9):Scenarios of maneuver level. 
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              A Monte Carlo simulation of 50 runs was obtained for each algorithm and 
the roots mean square (rms) values of the estimation errors were computed and 
plotted for range (m), velocity(m/sec.), and acceleration (m/sec2) errors for both 
filters are shown in Fig.(10) &Fig.(11). It can be seen from these simulation results 
that SVDF not only yields improved performance during the maneuvering period, but 
also provides for better estimation during the non maneuvering period that mean the 
both filters give nearly similar results. 

0 50 100 150 200 250
0

50

100

150

200

250

Time(sec)

E
rr

o
r(

m
)

 

 
SVDF
VDF

 
0 50 100 150 200 250

0

50

100

150

200

250

Time(sec)

E
rr

o
r(

m
)

 

 
SVDF
VDF

 

0 50 100 150 200 250
0

20

40

60

80

100

Time(sec)

E
rr

o
r(

m
/s

ec
)

 

 
SVDF
VDF

 
0 50 100 150 200 250

0

20

40

60

80

100

120

Time(sec)

E
rr

o
r(

m
/s

e
c
)

 

 
SVDF
VDF

 

0 50 100 150 200 250
0

5

10

15

20

25

Time(sec)

E
rr

or
(m

/s
ec

2 )

 

 
SVDF
VDF

 
0 50 100 150 200 250

0

10

20

30

40

50

Time(sec)

E
rr

o
r(

m
/s

e
c

2
)

 

 
SVDF
VDF

 
Figure.(10): RMS error for both filters 

with trajectory 1 
Figure.(11): RMS error for both 

filters with trajectory 2 
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Discussions 

1- The complex problems are required to complex solutions or multiple methods 
and sources to reach to good results. 

2- The mathematics and physical solution for the complex problem is the most 
powerful methods, because it gives simple systems without additional 
problems. This paper shows a good example, it shows how this solution 
reduces the cost to about 60%, and it also reduces the total time for the 
system.   

3- The combination of level 2 and level 3 is reduce the cost by 10% from the 
original cost or by 17% from the cost of level 1, because the reduction in 
level 1 generate a simple system. Hence, the simulation and implementation 
levels can be reduce the costs and the times delay for the more complex 
systems.   

4- The result of the cost in the implementation using ISE 4.1i software is very 
similar to the result of level 3 because the clear image of the design. 

5- The total time of processing is less than 0.5 μsec, this time is very short in 
comparation with the sampling time (1 sec). 

6- We can return to level 3 to reduce the total cost but this work is not effective 
because the final total cost is low and available in the low cost FPGA chips 
and the redesign in serial form will increase the complexity and not reduce 
the cost for all circuits. 

 
CONCLUSIONS 
 The VD filter that used  for tracking the maneuvering target is simplified in 
this paper by replace the second three state Kalman filter of it by only single 
acceleration Kalman filter  and the modified the two state Kalman filter is initiated to 
perform the  new estimation in conjunction with the detection scheme to track the 
maneuvering target. The complete designed and implemented for both filters VD and 
SVD by using  the FPGA technique are explained in this paper to show the low cost 
and small delay calculations for SVD filter FPGA design  as acompare with  VD filter 
FPGA design.  Also  some comparative simulation results are presented in this paper, 
to highlight the performance for the VD and SVD filters and improvement obtained 
by using these approaches.  
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