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A B S T R A C T 

 Because of the fast growing in network system, many categories of intrusion has been 
discovered that differs from current one and convention firewall and definite rules set and 
strategies are unable of recognizing this intrusion in real-time. Hence, this demand is 
requirements of real-times intrusions detection systems (RTs-IDS). The vital aim of this paper 
is to build an RT-IDSs proficient of classifying intrusion by analyzing the outbound and 
incoming networks information in real-times. The suggested method contains of deep neural 
networks (DNNs) trained by use 28 types of the NSL-KDDs datasets. Furthermore, it 
comprises the machine learning (MLs) pipelines with successive modules for category of data 
encode and features scaling, that is use before transmit the real-times information to the train 
DNNs models to create prediction. Composed of the train DNNs models, the MLs pipelines are 
introduced in the servers that can be access through representation state transfer 
applications program interface (RESTs API). The DNNs has displayed outstand test 
performance result realizing around 70% to 96% for f1-score, accuracy, precisions, and 
recalls. These works comprise a complete practical clarification regarding the 
implementations and functional of the whole systems. The suggested system usability and 
efficiency have been increased by its comfort of implementations and remotely accessing. In 
addition, the proposed model is extremely beneficial for rapidly detects the intrusion by 
analyze incoming and outbound networks traffics. 

 

MSC.. 

https://doi.org/ 10.29304/jqcsm.2024.16.41781 

 

1. Introduction 

The industry revolutions were considered the growth of internet and computing technologies along with 
the sufficiently potential related to advanced human activities [1-3]. Therefore, many processing in 
environment is presently in electronics or wholly digital and physically. As an example, the payment for 
good and service could currently be carry out with minimum or zero physical existence of the buyers and 
sellers, since online vendor is existing and make it probable for both buyers and sellers to manage online 
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[4]. Moreover, the services of bank do not essentially follow currently in a physical manor because of 
digitally knowledge; this service can be access by basically push button or swipe over the interface of 
computer device which is network to other device. According to [5-7], the computers networks are an 
interconnection of computer device that not only interchange information and data but could participate 
the resource as well. Though, despite the several assistances that computers and internet network have 
carried to mankind the illegal predilection of this technology advancement continue to increase. The 
criminals’ element is flooding the internet and other intra-network every day in current searches. This 
hateful actor tends to preys upon victim for diverse details like vengeance, spying, payment, race; ego 
boosts [8-10]. Several threat and attack have been employing to settlement the smoothed function of 
computers network for criminal gain [11]. This network threat and attack like denials of services (DoSs), 
distribute denial of services (DDoSs), worm, virus, injection attack [12-14] attempts to compromised the 
privacy, integrities and accessibility of computers network and internet service [15-20]. The rising in the 
internet user numbers and the appearance of internet of thing (IoTs) have make it progressively 
dominant to offer intervention that could detects threat and attack that can compromised data network 
[21]. The widespread interference that is realized in the cyber security spaces are IDS. The intrusions 
detections systems are definite basically as arrangement of hardware and software system for sensing 
intrusion or attack in the computers system [22]. Also, the IDS scan networks traffics to classify and then 
reported intrusion depends on preconfigure detections flag [23]. Usual IDS could variety from one 
computer systems big networks infrastructures [24]. The classification of IDSs depends on scopes of 
habitations such as HIDSs and NIDSs.  Besides, the methods to detection by IDSs also bring about another 
arrangement of IDS such as Signature-based IDS (SIDSs) and Anomaly-based IDS. Signature-based IDSs 
commonly detect intrusion by observing a specific pattern in the data traffic such as byte sequence or 
instruction sequence. It thereafter matches them against a database of already known attack signatures. 

Currently, the major advance in an automotive system has been made with integrating a number of 
computing device called Electronic Control Units. This computing device is used for controlling and 
monitoring a subsystem of network efficiency enhancement, and noise reduction. These systems replace 
conventional mechanical controlling parts. As technologies develop, new and complex cyber-attacks are 
being deployed to break through system in order to exploit vulnerabilities and other malicious activity. 
Networks infrastructure is one of the main system which experiences a dense quantity of different types 
of cyber-attacks such as Denial of Service (DoS) or distributed denial-of-service attack (DDoS), TCP SYN 
Flood attacks, Ping of death attacks, Teardrop attacks, Scan attack, etc. Hence, it has been observed that a 
great amount of effort was put in finding and implementing different methods and techniques to block 
these attacks and ensure that the network is safe and secure while maintaining high availability to the 
legit users of the network. As well-known method of securing the network is through implementing an 
intrusion detection system (IDS). This was originally implemented in 1980 by the academic staff. The 
main aim of their work was to introduce a mechanism which differentiates between benign activities 
from malicious ones. Additional research was carried out to optimizing this methodology to aid 
monitoring the network traffic in case of attack; this system is now known as Network Intrusion. 
Traditional machine learning based anomaly detection systems mainly classify and detect network traffic 
by analyzing the manually extracted feature of network traffic [25]. Such approach still presents a high 
false positive rate, which significantly limit the in-time detection efficiency, incurs large manual scrutiny 
workloads, and cannot detect any unknown and new (0-day) attack. On the other hand, Deep Learning 
base system can not only analyze the manually extracted feature but also automatically extracts the 
feature from the original traffic and have been proven to detect new feature and attacks pattern 
automatically to discover new attack in this constantly evolving landscape [25]. 

The main type of intrusion detection system include network intrusion detection system (NIDS) may 
consist of both hardware (sensor) and software (console) to control and monitor network traffic packet 
at multiple locations for a potential intrusion or anomaly. Host intrusion detection system (HIDS) reside 



Batool Jameel Zaidan, Journal of Al-Qadisiyah  for Computer Science and Mathematics  Vol.16.(4) 2024,pp.Comp 161–175                                   3 

 

on a particular computers or servers, identified as the host, and monitors activity only on these systems. 
Although tapered to only one system, it offers higher capabilities than NIDS, as it can access encrypted 
information traversing the network, including system configuration database, registries, and file 
attribute. A Cloud intrusion detection system is a combination of cloud, networks, and host layer. The 
cloud layer provides a secure authentication into the demand-based access to a shared group or 
application programming interface (API). Similarly, it will create a bridge between existing IDS and 
hypervisors [26].  

The paper structure consists of three sections. In section  II, the related works is present. Section II 
includes the methodology of the techniques used in this study. Section IV presents the results and 
discussion; finaly in section V the conclusion is explained.  

 

 

2. RELATED WORKS 

Collections of current approaches and experimentations on RT-IDS are present in this section. Though, 
the common of these suggestions on IDSs have been prepared the accomplishment benchmark on 
different machine learning algorithm by use many dataset. Hence, restricted numbers of study existing on 
RT-IDS is summarized in briefly. The real-time intrusions and anomalies detection systems depend on 
self-organize maps (SOPs) have been proposed by [25]. They classify many attack or normal and once 
attacks are recognized, it categorizes rendering to the applicable attacks types. Furthermore, they use 2-
subset of KDD99 datasets for testing and training purpose. Though, their works lack evocative practical 
explanation on real-time dataset capture. Experimentally, the demonstration of decision trees (DTs) 
method outperform Ripper Rules, back-propagations neural networks (BPNNs), Bayesian networks 
(BNs), Naïve Bayes (NBs), and radial basis functional neural networks (RBF-NNs) have been introduced 
by [26]. Besides, their DTs algorithms depend on RT-IDS could categorize arriving information as normal 
or attacks with a detections rates greater than 97%. Their DTs algorithms were trained by use the RLD09 
datasets. Additionally, they have extracts 12 types and the data gains technique was use for features 
selections. The post-process techniques for lower the false alarms rates is used and have displayed that 
the RT-IDS is effective in finding rates and recall utilizations and could categorized the income networks 
information in 2 seconds. The authors in [27] have advanced an RT-IDS talented of detects intrusion for 
networks traffics with a high precisions. They comprise 4-module include networks data acquisitions, 
data pre-process, convolution neural networks (CNNs), and intrusions detections. Their CNNs was train 
by use NSL-KDD datasets. Within data pre-process, one-hot encode and features control was use for 
definite information encode and features scale. A novelty of frameworks design that contains of five 
components include pre-process, auto encoders, database, classifications, and feedbacks have been 
suggested by [28]. This framework suggestion was assessed by use CICIDS2017 datasets with sparse auto 
encoders were usage to handle a dimensional via removing unimportant feature. The RF is use as core 
supervises classifications algorithms in their frameworks. The authors achieved capable result in their 
assessment, with accuracy of 0.9992 for binary classifications and 0.9990 for multi-class classifications. 
The authors in [29] propose detection of intrusion method depend on deeps SAEs. They conclude 
learning of unsupervised and deeps SAEs method were use to extracts feature efficiently. Their DSAE has 
been trained on regression-relate task was used to extracts feature from the NSL-KDDs datasets. The 
sources duty not same dataset distributions as the objective domains and all fields are associated through 
times natures of inputs feature and irregular performance. An networks intrusion detections frameworks 
depend on a Bayesian networks by use a wrappers method have been proposed by [30]. Their suggested 
framework removes irrelevant feature by use genetic algorithms features collection methods, and a 
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Bayesian classifiers are engaged as the base classifiers to classify the attacks type. Their method behavior 
was assessed by use NSL-KDDs datasets and has realized an accuracy of 98.2653%, outstripping 
algorithm like KNNs, Boost DTs, Hidden NBs, and Markov Chains. Many other approaches were 
introduced in this filed such as [30-42]. The presence of many categories of threat has required systems 
accomplished of caring system and network. Though, the firewalls can agree, disagree, or reject incoming 
data packet depend on the rules sets, it is unable of classifying intrusion. Nevertheless, the widespread 
study has been done to examine the behavior of many MLs algorithm depend on the present dataset, a 
feasible RT-IDS that could classify intrusion is not yet advanced. The qualified analyze we achieved 
among six MLs algorithm to classify the optimal MLs algorithms for an IDS through previous approaches. 
The shortage of study interrelated to RTIDS advanced by use DL approach to create prediction by 
analyzing networks traffics and inaccessibility of  full feature RT-IDSs could implements in several 
systems or use by way of software-as-services to simulate an inspiration for those work. In our paper, we 
propose advance of DNNs base RT-IDSs developing a NSLs-KDDs datasets to overcome the above 
challenges. 

3. MATERIALS AND METHODS 
The proposed model illustrated in Figure 1 shows the alarm systems that has multiple attacks of intrusion 
detection sensor. Hence, when the system detects an intrusion attack, it gives a short time to disable the 
alarms. Besides, when the system not disables the alarms within the selected time, the system calls the 
security of network. The system show how to use the local event program to manage the parallel state, 
inputs and output events to simulate periodic trigger of  the systems. The model contains of four parallel 
situations include one for every types of anti-intrusion sensors, and a fourth situation that control the 
alarms. The input to the system contains signals that control whether the alarms are enabled and, for 
every sensors, an on/off controls and an intrusion signals. The outputs signal to thorough an alerts and to 
call the security of the networks. 

 

Figure 1:   Intrusions attack detection system 

 

9-b: The proposed model is taken from "Design and realization of motion detector system for house security" 

Dear Reviewers: The proposed system is totally different…please inspect the input and output and this is just state flow    

 

A. Datasets  
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The datasets obtainability for the detection of intrusions is infrequent due to utmost dataset not be share 
because of many privacy and security anxieties. The NSL-KDDs datasets offers open contact to the full 
datasets and was advanced to astound the inherent problematic of the KDD99 datasets that established 
depend on the information taken in [30]. The numbers of record in every datasets and the numbers of 
record related to every attacks kind. Furthermore, the present data in this paper was divided into 
125.973 for training and 22.544 for testing process.  Nowadays, the DNNs are widely used in the field of 
intrusions detection and the researchers focusing, and it is an efficient technique. Deep neural network is 
capable to form or abstract representation and simulated extremely difficult model. This technique has 
massive probable for realizing active data representations to form suitable solution. The above-mention 
fact and the relative examination carry out among six MLs algorithms, categorized under supervise, semi-
supervise, and unsupervised learning led to employ DNNs for the suggested technique. The DNNs creates 
output depend on the weight apply to the connection and the associated activations function of the 
neuron and it is make up of many process layer. The suggested method train the DNNs by use NSLKDD 
datasets, resultant in high classification accuracy. ML pipeline manual data transformations earlier to 
training MLs algorithms are unsuccessful and unpractical for real-time commerce-levels application. The 
MLs work flow of data transformations and comparing the data with the models could be automatic usage 
the MLs pipeline. The effectiveness and the simply build MLs model will be improved by developing MLs 
pipeline since the redundant task related to the work flow will be removed. Since data pass through the 
networks in the form of packet, packets sniffing tool could quickly captured the data packet. Packets sniff 
application is identified as packets sniffer, and they could read packet that passes over the networks 
layers of TCP/IP layers. The packets sniffer application is divided into two classes depend on their 
projected uses. Marketable packets sniffer is used by networks administrator to monitoring and validated 
networks traffics, while underground packets sniffer is use by individual who sniff other people private 
and thoughtful data for private benefits. Packets sniffing tool is frequently used to monitor the networks 
traffics troubleshoot of communication issue, evaluating networks performances, extract username, and 
recognizing networks intruder. The proposed system modeling of this paper illustrated in Figure 2 which 
shows the whole flow of the complete system. The Linux environments are installing straight among the 
association networks and the gateways routers. The networks traffic rolling over the environments of 
Linux shall be sniff thru a packets sniff technique. Any features extractions formerly extract feature from 
information that sniff via packets sniff method. Formerly the Linux environments controllers arrange the 
extracted information as features arrays and drive it as a hypertexts transfer protocols (HTTPs) 
requested through internets to APIs endpoints of APIs back end. Any APIs back ends controllers extract 
information from HTTPs requests with feed it to MLs pipelines. 

The MLs pipelines contain of two modules definite information encode and transform definite 
information to arithmetical value, with features scale, that scaled a complete datasets into standards 
scales. After information pre-process was complete, a pre-process information are send to train DNNs 
models. Subsequent, the APIs backend controllers return the predictions results as HTTPs responses for 
the correspond HTTPs requested. Lastly, the Linux environments controllers alert the networks 
administrators if the HTTPs responses contain anomalies. This work implementations was conducts 
under eight methods stages include data pre-process, DNNs implementations, MLs pipelines 
developments, APIs endpoints developments and documentations, MLs integrations, APIs deploy, 
networks formation and features extractions. 

  



6 Batool Jameel Zaidan, Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.16.(4) 2024,pp.Comp 161–175

 

 

Figure 2:  The suggested system modeling 

 

 

B. Pre-process of Data 
The pre-process of data is the first stage that must be achieved before feeds the data into the MLs models. 
This task is features collection; categorized data encoded and features scale.  

Features collection: The NSL-KDDs dataset 41 attribute is categorized into three classes include their 
basics, contents, and traffic feature. Deprived of checking the payloads, the basic feature could be deriving 
from the packets header. The duration is used to compute traffic feature. Field skill is necessary, though, 
to measure the payloads of the packets to derives contented feature. Moreover, the NSL-KDDs datasets 
author has not obviously state how to derive the contented feature from the packet. Because of the 
complexity of coming feature from a payloads, the DNNs models is train by use the remains feature 
whereas exclude contents feature. 

 Encoded data categorization: The one-hot encoded have been assumed to achieve categorization the data 
encoding since MLs algorithm realize greatest performances in case of the arithmetical value is used. One-
hot encoding was used instead of integer encode.  The categorical amount before and after grouping is 
illustrated in Table 1. Afterward the categorical reductions stage is accomplished; one-hot encoding is 
assumed for category feature by use the 'One-Hot-Encoders' functions in the Scikit-Learns libraries.  

 

 

Table 1: dataset before and after categorical reductions 

Names Numbers of 
categorical 
before 

Number of 
categorical 
after 

Protocols 3 3 
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types 

Services 70 25 

Flags 11 11 

 

Features scale: any features scale conclude information pre-process, and employ in convert a numeric 
value of whole datasets into standards scales. Besides, the Standardize technique is scale tool 
accomplished of rescale the attribute to zero means and the distributions with unity standards deviations.  

 

C.  Implementations of DNN  
The DNNs was constructed by use Keras (open access datasets) from [1] that is open-sources software 
library involves 16 layers (exclude outputs layers) with diverse numbers of neuron in every hidden layer 
as show in Table 2.  

 

Table 2: neurons amount in every layers 

Layers 
Numbers 

1 2 3 4 5 6 7 8 9-
16 

Neurons 
amount  

64 160 352 320 448 384 192 224 32 

 

Numerous hyper parameters are connected in DNN, which must be prearranged, that have impacts on the 
behavioral of last model, like the numbers of hidden layer, the numbers of neuron, activations functions, 
weight initializers, bias initializers, learning rates, regularization coefficients, and optimizers. In DNNs 
models, an inputs layers with wholly hid layer was activating by use ReLU functions. ReLUs activation is 
linear functions in case of the inputs are positives the outputs remain zeros. A node is activates by use 
this function is refer as rectify linear activation units. The outputs layer was activate by use the Sigmoid 
functions, which could maps any real values zero or one. These functions convert the outputs of the DNNs 
networks into probable scores. The initialize of the weight and the bias is critical since incorrect 
initialized might leads to slope explode or disappearing phenomena. Therefore, in case of initialize 
outsized, it leads to explode gradient, whereas in case of too slight initialize leads to disappearing 
gradient. Then, to overcome the above phenomenon, the activation must have zeros means, and the 
alteration must be fixed through every layers. Hence, the weight of the layer which activate by use the 
ReLU functions is initialize by use uniform initializers, and the outputs layers is initialize by use another 
uniform initializers. Furthermore, the Tensor Flows-bass Keras initializers function was used for weights 
initializations. The biases initializations of wholly layer were achieved by use the Zeros initializers. In 
addition, in the DNNs, the stochastic gradients descents (SGDs) are use as the optimizers within learn 
rates of 10-3. As loss function, the cross-entropies is employed, and it is accomplished of estimation the 
losses of the models, with weight of the DNNs updating to decrease the losses on the following 
assessment. The model of DNNs is trained after perform it for more than 100 epoch, and the cross-
validations method have been use to classify the behavioral of models for not train dataset. Additionally, 
it’s probable to classify the models are in fit or under fit by analyze the train and cross validations 
accuracies curve. Hence, to overcome the over fit, the ‘quick stop’ technique is used. Hyper parameters 
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tune is require enhancing the behavioral of the MLs models. Besides, the Keras tune libraries is used to 
tune the hyper parameter, the hidden layer numbers, the neuron number in every hidden layers, 
regularizations coefficients, and learning rates. After train process is completed, DNNs-ML model kept in 
Java Script objects notations files, texts file in dataset store and transport. Furthermore, a weight of DNNs 
is kept as hierarchic information formats file, that saved data in hierarchic data formats. The machine 
learning model is kept to repossess back when prediction is being make, the prediction processing will be 
disturbed because of the dimension mismatched suffered whereas feeding the data into the machine 
learning models. Hence, the data must pre-process in similar format; the information pre-process is 
complete in train step. 

 

D. ML Pipelines Improvement 
 The advanced MLs pipelines mostly contain two sequential component involve columns transformer and 
the trained DNNs model. Besides, the columns transformers is a collective of encoders with standards 
scale is employed to categorize the information encode with features scale consequently. Earlier starting 
the real-time predictions processing, the pre-train DNNs models and the save column transformers file 
are consumed into the MLs pipelines as sequential component. Initially, the real-times information 
extracts from the incoming traffic is fed to the MLs pipelines, and then the ‘column transformers’ perform 
one-hot encoder on three predetermine column. Succeeding that, features scale is perform by use the 
standard scale on wholly column with decimal value. After the achievement of information pre-process, 
will be feed to a train DNNs, the prediction shall make base on capability. The pipelines use to train the 
MLs models and to preprocessing the tested datasets and tested the train models. Furthermore, the 
pipelines could continue stream of networks traffics.  

E. Developments of API 
The API helps as the back end of the real-times predictions systems and was constructing with flasks. 
Besides, use flasks are not needed a specialization tool or library; therefore, this observed as micro 
frameworks. Any ends of communications channels are identified as APIs endpoints. APIs 
documentations are practical explanation that offers instruction and interacts with APIs, like procedure 
to call APIs, a formatting of return responses from APIs, diverse responses format dependents on errors 
kind. A  Swaggers documentations frameworks have been use to create the APIs documentations, which is 
accessible through the (host/. URL)  

F. Machine Learning Integration 
 Micro services are launch with Flasks, and wholly rout pathway was arranged. In order to running the 
machine learning pipelines, three files should add to the webservers. In the machine learning integrations 
unit, the JSONs file of machine learning models, the files contains the DNNs weight, with PICKLEs file of 
column transformers containing the category data encoders and features scalars was developed by use 
Flasks. Furthermore, the Pythons file including the machine learning pipelines codes is loaded. The train 
machine learning model is in reserve mode when the Flasks servers are activated, and in case of an APIs 
requested is made, instant responses are transmit to the clients through the APIs endpoints.  

 

G. Deployment of API  
The deployments stage of the Flasks applications requires a production levels servers at the ends of its 
development. Consequence the Pythons Web Servers Gateways Interfaces has been use. Additionally, for 
movability among platform, the Flask application was containerize. Though, to offer access through the 
developments Pipelines construction stage, the web servers is use, and it was made into single container. 
Subsequently, this container and the container comprising the Flask applications we’re combining into a 
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single file. Therefore, these systems could be performed in any environments by use Dockers 
technologies. Lastly, the docked file comprising containers was implemented on Linux servers. 

 

  

H. Features Extraction   
The first phase of real-time implementation, the features extraction is the networks configurations. The 
Linux work stations with two networks interface is install among the gateways routers and LANs to data 
connections to sniffing incoming and out-bound information packet. Moreover, by use Linux machines 
configuration, the networks interface was connected practically, then, captured the outbound and 
inbound data packet flows through Linux work stations employing the packets sniff tool advanced in C++ 
program languages.  

4. RESULT AND DISCUSSIONS 
The performance of DNN model performance is assessed by use the loss, accuracy, f1-score, precision, 
recall, and confusion matrix with the curve. By using the Tensor Figure 3 and Figure 4 were achieved. 

 

 

Figure 3: training and validation accuracy 
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Figure 4: training and validation loss 

 

 The Tensors Flow toolkits are used to determine the performance of the loss, accuracy, recall and 
precision of the training and cross-validations set with the numbers of epoch depend on numbers of 
predicts trues positive (TPs), false positive (FPs), trues negative (TNs) with false negative (FNs). This 
behavioral indicate is mostly active when analyzing the performances if the class distributions is tilted. 
The formula used for all matric is as in [43]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 ……………..…..... (1) 

𝑃𝑟𝑒𝑐𝑖𝑡𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 …………………….…….. (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 …………………………….... (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒𝑠 =
(2∗Precision∗Recall)

(Precision+Recall)
 …..…………... (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝑇𝑁+𝐹𝑃)
 ………………………… (5) 

 

Table 3 show the performance comparison of the suggested DNNs model with some machine learning 
classifiers for binary classifications by trained 28 feature of the NSLKDDs datasets.  

Table 3: comparison of suggested DNN performance algorithms 

Algorithms Accuracy Precisions Recalls F1-scores 

KNNs 0.7902 0.9559 0.6163 0.7392 

SVMs 0.7388 0.9633 0.5562 0.7061 

OSVMs 0.7962 0.9611 0.5433 0.6701 

K-Means 0.79499 0.9544 0.5392 0.6915 

Suggested DNNs 0.8211 0.9655 0.7120 0.8610 

 

 

Precision determine the numbers of positive prediction that is accurately positive. Furthermore, recalls 
calculate the quantity of positives prediction produced using the positives instance in the datasets. The 
F1-score is consequential by compute the weight middling among precisions and recalls, and it might be 
uses to find a balance among precisions and recalls. The performances of the models are remarkable 
when the F1-scores are better. The training and testing result for accuracy, precisions, recalls, and f1-
scores has been achieved by use the NSL-KDDs tests datasets. Rendering to the accuracy, losses, 
precisions, and recall graph in Figs. 3 and Figure 4, the train DNNs model not over fitting or under fitting 
since both curve have exposed nearly similar value without any significant difference. Additionally, the 
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normalize confusion matrix obtain by use the test datasets has exposed acceptable result by realizing 
high value for TP and TN.  

5. CONCLUSIONS 
This paper presents descriptive methodical data about RT-IDSs based on DNNs machine learning 
algorithms. Proposed technique can capture real-times networks traffics and classify critical intrusion 
and it is host in web servers to offer availability for private and commercial sectors network to 
occupation it to their network through a APIs. The real-time features extraction modules are containerize 
and it is easy to integrated into any systems. The suggested system usability and efficiency have been 
increased by its comfort of implementations and remotely accessing. The suggested systems is 
exceedingly beneficial for rapidly detects the intrusion by analyze incoming and outbound networks 
traffics. The model output expressive data concerning intrusions information packet. The structure of the 
DNNs, which is train by use the NSL-KDDs datasets are methodically, discuss with the practical 
implementations and the simulations result on training and testing aspect. Furthermore, the methods and 
procedure employ in real-time features extractions from the outbound and inbound networks traffics are 
obviously stated. Additionally, how the machine learning predictions pipelines are host in website servers 
was discuss in the study. An experiential result of DNNs train and test has exhibited excellent train result 
and acceptable result in test phase and precisions of 96%. Lastly, this work has contribution by presents 
full function RT-IDSs which could be basically implements as an further layers of the networks 
protections. 
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