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ABSTRACT

In recent years, with the rapid development of the current classification system in digital
content identification, automatic classification of images has become the most challenging task
in the field of computer vision. As can be seen, vision is quite challenging for a system to
automatically understand and analyze images, as compared to the vision of humans. Some
research papers have been done to address the issue in the low-level current classification system,
but the output was restricted only to basic image features. However, similarly, the approaches fail
to accurately classify images. For the results expected in this field, such as computer vision, this
study proposes a deep learning approach that utilizes a deep learning algorithm. In this research,
a proposed model based on a Convolutional Neural Network (CNN) which is a machine learning
tool that can be used for the automatic classification of images. The model is concerned with
the classification of images, and for this, it employs the COREL Image dataset (Corel Gallery
Image Dataset) as a reference. The images in the dataset used for training are harder than the
classification of the images since they need more computational resources. In the experimental
part, training the images using the CNN network achieved 98.52% accuracy, proving that the
model has high accuracy in the classification of images.

Keywords: Convolutional neural network, Images classification, COREL image dataset, Deep learn-
ing

1. Introduction

These days, the Internet contains an overwhelming number of images and videos,
which stimulates the creation of search applications and algorithms studying the semantic
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requirements of images and videos to provide the user with richer search content and
summaries [1]. Many researchers around the world have made many innovations in the
field of image labeling. This makes formulating approaches concerning object detection
and scene classification problems possible. Since then, artificial neural networks have
provided a performance breakthrough, especially convolutional neural networks [2].

Image classification is one of the most important research areas of computer vision and
the foundation of numerous categories of vision recognition. Enhancing the performance
of a classification network usually greatly enhances its application level, such as object
detection, segmentation, human pose estimation, video classification, object tracking, and
super-resolution technology [3]. Strengthening the ability in image classification is greatly
significant in advancing the cause of computer vision. Its principal activity encompasses
image data preprocessing, feature extraction and feature representation, and classifier
construction [4].

Most of the current traditional learning techniques (multilayer perception machine,
support vector machine, etc.) are mainly based on shallow architectures to handle limited
sample cases and computational power. However, for target objects with rich meaning,
the performance and the generalization ability in the complex classification problem are
insufficient [5]. Because of CNN’s success in solving image classification and recognition
problems, CNN has almost successfully solved many image processing problems and
greatly improved many machine learning problems. It has now evolved into a flexible
and general deep-learning architecture [6].

Image classification’s main research emphasis has always been on feature extraction of
images to classify images. The most traditional techniques for image feature extraction
focus on the automatic definition of specific image features. It has low generalization
performance. Thus, letting a computer upload the possibility of processing images in a way
that is close to biological vision is what researchers want [7]. Artificial Neural Network
(ANN) is an abstract biological neural network, which is a mathematical operation model
constituted by numerous neurons with a complex connection mode. It tends to mimic the
neural network functionality involved in the evaluation of neural signals [8].

The contribution of the proposed model is the creation of a Convolutional Neural Net-
work (CNN), which is a machine learning that enables easy classification of images. To this
effect, the tools rely on the COREL image dataset. The training images are more difficult
than the classification of the images owing to the increase in the computational intensity.

This research is organized as follows: the latest studies that have been used in image
classification methods are presented in Section 2. Section 3 briefly explains the materials
and methods used in this research. A comparison with previous studies is introduced in
Section 3.10. Discussion is given in Section 4. Conclusions and future work are given in
Section 5.

2. Related work

Kuo et al. [9] explained that incorporating deep convolutional features enhances the clas-
sification capacity of images and, hence, the relevance of the image retrieval results. This
approach can be regarded as a transition from the approach based on feature engineering,
which is initially static, to a learning-based approach that exhibits greater flexibility in the
case of large, evolving image datasets.

The general framework of the Convolutional Neural Network (CNN) proposed by Hsin et
al. [10] focused on ensemble models for aggregate image retrieval. The authors used two
efficient deep learning networks as an image classifier that is required to extract image
features. These networks were AlexNet and Network In Network (NIN).
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Medus et al. [11] applied CNN to the classification of hyperspectral images, with an
application in the industrial food packaging domain. Hyperspectral imaging captures
and analyzes the data in the full spectrum range and discriminates the objects by their
spectral responses. This can be important for maintaining product quality, sorting parts
for recycling, and following food hygiene standards.

Al-Saffar et al. [12] showed that the classification framework is called the region-based
pluralistic CNN, and it uses context-aware semantic representations to get useful features.
Fusing several discriminant appearance factors as vector with the CNN enables to show
the spatial-spectral contextual sensitivity as the need for accurate pixel classification.
Concerning the proposed method, it is assumed that contextual features of interaction
learning through different inputs at the region level improve discriminating ability. There-
fore, subsequent to their fusion, both the spectral-spatial features are fed into a fully
connected network, with pixel vector label predictions obtained through the Softmax layer.
Based on the experimental comparison of the results of hyperspectral image datasets that
are generally used in the present study, it can be found that the proposed technique is
significantly more effective than other traditional deep-learning-based classifiers and many
other advanced classifiers.

Yan et al. [13] suggested a Spatial and Class Structure Regularized Sparse Representation
(SCSSR) graph or graph for semi-supervised HyperSpectral Image (HSI) classification. In
particular, graph Laplace was introduced into the Spectral Regression (SR) model, that
is, spatial neighbors should have similar representation coefficients in the SR model, and
thus, the obtained coefficients matrix is more reflective of the similarity between samples.
Moreover, a probabilistic class is introduced into the SR model; the probabilistic that each
sample belongs to every class is used to further the contrast in the graph.

According to Zhang et al. [14], rotation invariance and uniform sample specificity are
especially significant for object detection and classification applications. The information
that distinguishes their research from previous work is studying the specific types of in-
variances, for example, rotation invariance. As for the object classification in this research,
a novel multichannel CNN (mCNN) is developed to identify the invariant features. To
alleviate the change of the characteristic variance of two samples in the same class and
with diverse rotation, multi-channel convolution sharing the same weight is employed.
Thus, the uniform object meets the invariance and the rotation invariance is met at the
same time to enhance the invariance of the feature.

Most importantly, the proposed mCNN is more advantageous when the training samples
are small. In conclusion, for two datasets of handwriting recognition, the experiment result
shows that the proposed mCNN is more suitable for learning the features that are highly
invariant when the number of training samples is few. With the development of big data
and more hidden layers, CNN has a more complex network structure that can become
feature learning, and then the original machine learning methods have shortcomings in
certain aspects of their ability to express features. This is the case because the advanced
model known as the CNN trained using the deep learning algorithm has offered a solution
to numerous large-scale recognition issues in the computer vision field.

3. Materials and methods

3.1. The COREL image dataset

Several high-quality digital images are selected from the COREL Images database which
constitutes only a small fraction of the total image database used to train machine learn-
ing algorithms and computer vision systems. Therefore, this dataset is becoming more



4 JOURNAL OF SOFT COMPUTING AND COMPUTER APPLICATIONS 2024;1:1010

Fig. 1. Some images are in a subset of the COREL image dataset [16].

and more popular for machine learning tasks. The COREL Images dataset has a diverse
range of images, covering various topics, such as landscapes, cityscapes, people, portraits,
animals, wildlife, food, drink, and objects, all of which are 32 × 32 in size and are Joint
Photographic Experts Group (JPEG) and Tag Image File Format (TIFF) formats, with a
resolution of 256×384 pixels or 384×256 pixels and a maximum file size of 10 MB. So,
there are 10 concept groups of images composed of 100 images. For each concept group,
the images are divided into 70 images for training, 10 for validation, and 20 for testing and
evaluating the proposed model, as illustrated in Fig. 1, which shows the sample images
from each semantic category from the COREL 1000 image dataset [15].

3.2. Convolutional neural network

In deep learning, the network seeks to identify complex features from the data with
high dimensions and then use these features to build a model that maps input data to the
output data (like classes) [17]. These deep learning architectures are commonly developed
as neuron networks, where higher-level properties are estimated like nonlinear functions
of lower-level properties [18]. An example of a deep learning structure is the layer neural
network, which is the most common in use. In its hierarchical structure, deep learning can
be divided into many layers. The following section will describe these layers [19].

CNN is a type of deep learning neural network employed for structures with data
arranged in a grid format, like images, whose purpose is to find the attributes that are
learned from the database. The convolutional layer will be of size N × N and, in this
layer, the dot product multiplication will be performed between the neighborhood values.
Therefore, the convolutional layer only includes addition and multiplication operations in
its formulation, as shown in Fig. 2 [17].

The key features of CNNs include:

1. Convolutional Layers: These layers convolve (or correlate) filters (or kernels) with
the input data to find patterns such as edges and texture. This operation helps to
decrease the number of dimensions with structure retention of essential characteris-
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Fig. 2. CNN’s internal layers [20].

tics. The filters are those small matrices that move over the image and carry out dot
product at every point. It proceeds to emphasize particular patterns in the image.

2. Pooling Layers: Downsampling layers in a pooling layer decrease the size of the fea-
ture maps that are generated by the convolutional layers and decrease the parameter
and computational complexity of the network to avoid overfitting. Some of them are
max pooling, where the maximum value under the window is considered, and average
pooling, where the average of the values in the window is considered.

3. Activation Functions: After convolution, a non-linear activation function is applied,
such as the Rectified Linear Unit (ReLU) to enable the network to learn non-linear
features.

4. Fully Connected Layers: At the end of the network, these layers link each neuron
from the previous layer to all neurons in the current layer, typically for classification
purposes.

CNNs are well suited for image recognition, object detection, as well as numerous other
computer vision tasks since they can learn features of raw data on their own [21–23].

3.3. Generation convolutional neural network model phase

At this phase, many procedures will be clarified in the proposed model as it will play
a crucial role in establishing the classification model. The CNN structure of the proposed
model has 10 layers, as illustrated in Fig. 3.

3.4. Proposed model

The structure of the proposed CNN shows the sequence of the operations from the input
to the output, as shown in Fig. 3, and is explained as follows:

1. Input Layer: This layer takes the input image that is usually represented as a multi-
dimensional array, with dimensions corresponding to height, width, and red, green,
and blue color channels.

2. Convolutional Blocks: These blocks are the core of CNNs, responsible for extracting
features from the input image. Each block typically contains: Convolutional Layers,
Activation Functions and Pooling Layers, as shown in the following paragraphs.
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Fig. 3. The proposed CNN model for classification images.

a. Block 1 (Conv)
- Block 1 - Conv1: The first convolution in the block applies a kernel of size

(3 × 3) with a stride of 1, using 64 filters. This extracts basic features from
the input image.

- Block 1 - Conv2: The second convolution uses a kernel of (3 × 3) with a
stride of 1, employing 64 filters. It builds upon the features extracted in the
previous layer.

- Block 1 - Pool: A max pooling layer with a window size of (2 × 2) and a
stride of 2 is applied, downsampling the feature maps.

b. Block 2 (Conv)
- Block 2 - Conv1: Similar to the first block, this convolution uses a kernel of

size (3 × 3) with a stride of 1, employing 128 filters.
- Block 2 - Conv2: Another convolution with a (3 × 3) kernel, stride of 1, and

128 filters.
- Block 2 - Pool: Max pooling with a window size of (2 × 2) and stride of 2,

further reducing the dimensions.
c. Block 3 (Conv)

- Block 3 – Conv1: A (3 × 3) kernel with stride 1 and 256 filters.
- Block 3 – Conv2: A (3 × 3) kernel with stride 1 and 256 filters.
- Block 3 – Conv3: A (3 × 3) kernel with stride 1 and 256 filters.
- Block 3 – Conv4: A (3 × 3) kernel with stride 1 and 256 filters.
- Block 3 – Pool: Max pooling with a window size of (2 × 2) and stride of 2.

d. Block 4 (Conv)
- Block 4 – Conv1: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 4 – Conv2: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 4 – Conv3: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 4 – Conv4: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 4 – Pool: Max pooling with a window size of (2 × 2) and stride of 2.

e. Block 5 (Conv)
- Block 5 – Conv1: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 5 – Conv2: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 5 – Conv3: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 5 – Conv4: A (3 × 3) kernel with stride 1 and 512 filters.
- Block 5 – Pool: Max pooling with a window size of (2 × 2) and stride of 2.
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3. Global Max Pooling: This layer aggregates the spatial information from the last
convolutional block, reducing the feature maps to a single value per feature.
It takes the maximum value within each feature map, summarizing the key
information learned by the network in the proposal structure using the five
pooling and one max pooling function.

4. Flattening: The output of the global max pooling is flattened, converting it into
a one-dimensional vector. This is necessary for feeding the data into the fully
connected layers.

5. Fully Connected Layers: These layers perform the classification task by taking
the flattened feature vector and processing it to predict the class labels. These
layers are:

- Dense Layers: These layers apply a linear transformation to the input, fol-
lowed by an activation function in the proposal structure for CNN using two
dense function layers.

- Dropout Layer: This layer randomly disables a fraction of neurons during
training, preventing overfitting.

6. Output Layer: The final layer of the network is the output layer that predicts
class probabilities. The activation function used here is the softmax function
which ensures that the output probabilities for all classes sum to 1.

Fig. 4 breaks down the proposed CNN into its layers:

3.5. Parameters of the proposed model

The proposed model is used to expect and extract high-level features. To improve the
efficiency of the proposed model, many parameters have been used here, as depicted in
Table 1.

3.6. Feature extraction phase

Here, the CNN is suggested to get features from models by using model’s output flat-
tening. The flattening converts the received 2D matrices into a vector. For each of the

Table 1. CNN algorithm parameters.

Parameter name Parameter value Description

Kernal 3 × 3 This filter is used to extract features from images.
Padding 1 Determines how the input is padded before convolution

(often “same” to maintain the same spatial
dimensions).

Dropout 25% Randomly drops out a portion of input neurons to zero
during training to prevent overfitting.

Pooling (Max pooling) 2 × 2 Selects the maximum value from a defined region of the
feature map. This retains important features while
reducing dimensionality.

Epochs 10 Ten times the neural network will be used to process the
COREL images dataset.

batch size 32 The number of input data samples that the model takes
as input in one single update.

weight decay 0.0001 Used to prevent overfitting by adding a penalty term to
the loss function for large weight values.

Loss function Categorical cross-entropy To quantify the error between the predicted output and
the desired output, so that the model can learn to
minimize this error during training.
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Fig. 4. The proposed CNN architecture is drawn using the Netron software.

training images, it generates 1024 features and provides the feature vector for all the
training images in the form of a matrix.

3.7. Convolutional neural network layers

Six layers based on CNN were used in the proposed model. This means that every training
images subset is passed via all these six layers. The network will be a fully connected layer,
five maximum pool layers, and four convolution layers. Fig. 3 shows the input images that
the network layers have changed.
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Fig. 5. Proposed model analysis.

3.8. Model analysis

Many of the assumptions of machine learning are based on visualizations. Both pro-
fessionals and scholars often use visualization to control the learned parameters and the
output results to enhance their models. Also, there is a module to display the distribution
of tensors images and sounds in the TensorBoard component of the dashboard. In this
research, loss, and accuracy changes have been demonstrated over each epoch, as displayed
in Fig. 5. Feed-forward and back-propagation are used in neural networks to process the
complete dataset. In this case, it is crucial to comprehend the meaning of loss and accuracy,
like training proceeds at which time these are constant. By understanding this scaler graph,
there will be less overfitting for this reason. The above information explains and describes
the scaler graph and how to avoid overfitting. Accordingly, the researchers observed a
clear correlation between the increase in losses and accuracy in the training and validation
samples. Based on this indicator, the proposed model in this research does not suffer from
the issue of overfitting.

3.9. Training results

The model has been trained with 700 training images (1000 red, 1000 green, 1000 blue)
using the optimization method Stochastic Gradient Descent (SGD) with an initial learning
rate of 0.0001. To optimize the images, the dataset is passed through 10 epochs. In each
epoch, the weights are adjusted in order to have an image that is closer to the desired
image. Table 2 shows the training evaluation of the model’s accuracy and loss, along with
the associated hyperparameters. As shown in this table, the number of iterations both for
the training and validation process for images was done over 32 Epochs, where 700, 100,
and 200 were in every 32 used. First, the initial learning rate of 0.0001 was assigned in
the beginning of the training phase. During several Epochs, the learning rate was increased
up to 0.006, so the system increases its performance according to the data that is used for
training.

Table 2. Training results.
Learning rate Total parameters

Batch Initial Last Loss VAL- VAL- Learning Non-
Iteration size value value function Optimizer Epochs ETA Loss Accuracy Loss F1_Score Precision Recall Accuracy learing learning

32 32 0.0001 0.006 Categorical SGA 10 16.749 MS 0.1213 0.9880 0.0420 0.9882 0.9888 0.9876 0.9976 20,553,796 0
cross
entropy
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Fig. 6. Confusion matrix.

3.10. Testing results

As mentioned before, 100 testing images out of a total of 1000 images in the COREL
image dataset consist of 10% of the database that has been used in the input into the
model architecture and has passed through all the layers of the model. In testing, the
saved parameters and weights that the network reached were used, then the test images
were multiplied by the weights, and then the images were classified into 10 classes. The
confusion matrix in test model proposal is presented in Fig. 6.

Here are some key metrics that can be derived from a Confusion Matrix [24]:

• Accuracy = (TP + TN) / (TP + TN + FP + FN) - This measures the overall accuracy
of the model.

• Precision = TP / (TP + FP) - This measures the proportion of true positives among all
predicted positives.

• Recall = TP / (TP + FN) - This measures the proportion of true positives among all
actual positives.

• F1-score = 2 × (Precision × Recall) / (Precision + Recall) - This is the harmonic mean
of precision and recall.

• False Positive Rate = FP / (FP + TN) - This measures the proportion of false positives
among all actual negatives.

• False Negative Rate = FN / (FN + TP) - This measures the proportion of false negatives
among all actual positives.

where TP is the True Positive, TN is the True Negative, FP is the False Positive, and FN is
the False Negative.

Therefore, the above rules can be used to find the measure test for the proposed model
in Table 3.

Table 3. Performance of testing.

Loss F1_Score Accuracy Precision Recall

0.0842% 98.82% 98.52% 93.67% 91.37%
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Table 4. Image classification accuracy on the COREL image datasets.

Related works Image classification accuracy

Kuo et al. [9] 96.9%
Hsin et al. [10] 90.19%
Medus et al. [11] 94.0%
M. Manikandakumar and P. Karthikeyan [25] 97.79%
Hong et al. [26] 98.40%
The proposed model 98.52%

3.11. Timing test

The time result of the proposed model (in seconds) for training is 16.749.234. All
presented trials were conducted on a computer with a Core i7 processor, a clock rate
of up to 2.7 GHz, and 16GB of memory with a preloaded Windows 10 operating system.

4. Comparison with previous researches

Many methods are suggested in the related works to enhance the classification perfor-
mance of images. Table 4 displays the summary of image classification accuracy for the
COREL image datasets from various researches.

From this table, researchers will thus be able to deduce that the proposed model is
superior as its results outperforms that of the previous studies.

5. Discussion

The related works discussed previously included outcomes that were relatively lower
than the results of this research. The results set out herein show that the CNN that was
developed in the context of this research did perform better than other research in the
classification process. This research also observed that the flattening layer, for example,
had features that were used by classifying similar images, because this layer had properties
that depended on trained weights during the training phase. Also, the proposed model
increased the dataset samples, overcoming overfitting issues to enhance training accuracy.

6. Conclusions

This research has provided a proper image classification model that can semantically
categorize the right images with high classification efficiency. Several algorithms were
employed at once to work towards the best outcomes. In creating the proposed model to
optimize the features, the hamming distance approach is utilized to measure the distance
between the kept and input factors. It also eliminates the overfitting problem and, at the
same time, enhances the model’s performance by increasing the number of training images.

The contribution presented is that the CNN model has a very high accuracy of classifi-
cation that enabled the extraction of the most significant features of the images to a level
of 98.52%. This entails the process of escalating the number of samples of the dataset by
including expected effects on images and choosing the finest features from the flattened
layer, which significantly leads to high classification accuracy. These features are utilized
to find the distance between each kept image feature and the input image features, which
enhances the image classifying accuracy up to a certain extent and also minimizes the time
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of image classifying. The proposed model in CNN is highly effective in image classification
recognition tasks, as it can learn hierarchical features from the input image. CNNs are
widely used in applications, such as image recognition, and object detection.

There are numerous practical applications for this proposal, including creating a safe
search engine and the health sector, as this is a proposal that requires safe protocol when it
comes to patient-to-hospital communication. One of the future works is to develop a model
for ANN to use in tasks like video monitoring or diagnosing utilities.
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