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ABSTRACT

Deep learning and machine learning play an important role in the medical field, helping doctors
make accurate, fast and effective diagnosis. Despite the progress achieved in the use of modern
technologies in detecting cancerous nodes, current studies still suffer from some challenges and
limitations that must be addressed to obtain high efficiency in identifying cancerous nodes.
These challenges include using image pre-processing, combining deep learning and machine
learning techniques, and constantly adapting to clinical changes, in order to address this. A
hybrid methodology has been proposed for detecting cancerous nodules in the lung in medical
Computed Tomography (CT) images. It includes three stages, the first of which is pre-processing
the images used, identifying nodes, balancing samples, and extracting features using Local Binary
Pattern (LBP) and Histogram of Oriented Gradients (HOG) from the images, and the second is
based on building a deep learning model consisting of Convolutional Neural Network (CNN) and
Long-Short-Term Memory (LSTM) to extract the trained features and combine them with the
features extracted by LBP and HOG to be input for the next stage. In the final stage, the improved
eXtreme Gradient Boosting (XGBoost) machine learning classifier is built using the Particle
Swarm Optimization (PSO) algorithm. The highest accuracy results of 99.3%, and ROC-AUC were
obtained 99.8%. The proposed methodology has proven its efficiency in detecting cancerous nodes
accurately using CT images.

Keywords: Hybrid learning methodology, Computed tomography, eXtreme Gradient Boosting, Op-
timization, Local Binary Pattern and Histogram Oriented Gradients
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1. Introduction

Lung cancer is the most common and fatal type of cancer in the world. It represents a
major challenge for global health. Detecting cancerous lung nodules is one of the most
important steps in early diagnosis of lung cancer. Early diagnosis by detecting cancerous
nodes in the lung increases the chances of treatment. Nodules can be detected using
medical imaging techniques such as X-rays and Computed Tomography (CT), which require
a long time and high expertise from doctors to analyze the medical images [1]. With the
development in the field of technology, deep learning, machine learning, and artificial
intelligence techniques are important tools and have proven their worth in the field of
medicine and analysis of medical data [2] and images, especially in the field of lung
diseases and cancer diagnosis [3–5]. Deep learning helps understand medical images and
train the model to detect cancerous nodes, and machine learning can be used to classify the
types of these nodes. Artificial intelligence helps identify and analyze patterns in this data
[6]. Recently, many systems have been designed for early detection of cancerous diseases
in the lung, using different techniques, some of which rely on deep learning and others rely
on machine learning, due to their effectiveness in analyzing and evaluating diseases [7].

Current studies to detect cancerous diseases in the lung face many challenges and
limitations, which include many technical aspects [8]. The medical data available for
training is limited in terms of quantity and quality, and it is also necessary to deal with data
that is balanced in terms of training samples [9]. Other challenges include pre-processing
the medical images used, methods for extracting useful features from them, normalizing
the data, the interpretability of the model to be well clear to doctors, and adapting to
changes, continuing clinical practices and continuous updating, and finally choosing the
appropriate techniques for this field of deep learning and machine learning [10–12].

The main goal of this research paper, a hybrid methodology was proposed to improve the
accuracy of detecting lung cancer nodes in CT medical images, based on deep learning,
machine learning, and artificial intelligence techniques. First, the data is analyzed and
processed, extracting node coordinates, converting them to voxel coordinates, identifying
classes, learning data series and extracting features using Local Binary Pattern (LBP) and
Histogram of Oriented Gradients (HOG) from medical images. Then, a neural network
model consisting of Convolutional Neural Network (CNN) and Long-Short-Term Memory
(LSTM) was built, trained, and the trained features were extracted, using early stopping and
learning rate scheduling to avoid over-adaptation, and then merging the trained features
with the features extracted from the images (LBP and HOG). The combined features are
then fed into the XGBoost classifier augmented by Particle Swarm Optimization (PSO). To
evaluate the model’s performance, the LUng Nodule Analysis (LUNA16) data set was used,
which contains medical CT, and the accuracy, Area Under the Curve (AUC(, and confusion
matrix were computed for each stage of the work.

In the proposed methodology, all the challenges and limitations faced by current studies
were addressed, in terms of the accuracy of the data used, balancing samples for training,
using more than one technique, taking advantage of the advantages of each technique,
clarity and ease in showing the results to doctors, and also the possibility of development
in the future to keep pace with the development of diseases.

The contributions of the research paper are as follows:

• Developing a hybrid methodology of deep learning techniques, advanced machine
learning, artificial intelligence techniques, and image processing techniques, which
have proven effective in improving the overall performance of the proposed method-
ology.
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• Providing a reproducible and practical framework for clinical testing.
• Visual display of diagnosis, where functions have been developed to display the pre-

diction results of existing nodes, which helps doctors in rapid diagnosis.

The remainder of this paper is presented as follows:

The second section presents work related to cancer node detection models. The require-
ments and an explanation of the techniques used in the proposed methodology (image
processing, deep learning and machine learning) are presented in the third section. The
fourth section presents a detailed explanation of how the proposed hybrid methodology
works. Details of the performance evaluation and dataset are presented in fifth Section. As
for the sixth section, a detailed explanation of the results of the performance evaluation
was made, comparisons were made between the results of each stage, the results of the
methodology were also compared with related work, and the results of the performance
evaluation were discussed. Finally, in Section Seven, the conclusion and suggested future
works are presented.

2. Related works

In this section, previous literature on cancer node detection systems, their characteristics
and limitations will be analyzed.

The authors in [13] proposed a study to detect cancerous nodules in the lung, using
computed tomography. It relies on deep learning algorithms. They also used Boosting
algorithms to improve the accuracy of the final predictions, and to increase the diversity of
data, they used data augmentation algorithm. The model’s performance was evaluated on
the Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI)
CT image dataset, and the model’s accuracy was 84.8%. In [14], the authors presented
a hybrid model for lung nodule detection, based on deep learning and machine learning
algorithms. They used the CNN algorithm to identify patterns in CT images. To extract
features, they used Capsule Network. In classifying diseases, they used the Support Vector
Machines (SVM) algorithm, and adjusted the parameters for both of CNN and SVM. In
evaluating the model’s performance, they used the LIDC-IDRI data set for CT images,
and the accuracy of the hybrid model was 94%. The authors in [15], proposed a model
for detecting cancer in the lung based on CT images. The model was based on CNN
algorithms with performance optimization algorithms, and the best model was combining
the AlexNet model with the Stochastic Gradient Descent)SGD(algorithm, and in evaluating
the performance they used the LUNA16 data set. The accuracy was 97.42%. The authors
in [16] proposed a deep learning model based on integrating more than one CNN to
detect cancerous nodes in the lung, by deep ensemble 2D CNN has different layers, kernels
and pooling techniques. In performance evaluation and training, they used the LUNA16
dataset, which contains medical CT, and the accuracy of the combined model was 95%.
The authors in [17] proposed a Deep Learning Convolutional Neural Network (DLCNN)
methodology to detect cancerous nodes in the lung based on the CNN algorithm and
machine learning to predict nodes, as well as processing medical CT images. The simulation
was conducted on the LUNA16 data set, and the accuracy of the model was 92.81%. The
authors presented in [18] a hybrid model of neural networks and machine learning to
detect cancer nodes, where the neural networks consist of 7 convolutional networks, three
pooling layers, and two connected layers, and through them, features are extracted to be
used later in the SVM classifier, and they used the LUNA 16 data set. To evaluate the
performance, the accuracy of the model was 97.64%. Authors in [19] presented a deep
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learning model for detecting lung cancerous nodes in medical CT, which is based on the
3D-VNet architecture for fine segmentation and the 3D Residual Network)3D-ResNet (ar-
chitecture. In evaluating the performance, the LUNA16 dataset was used, and the accuracy
of the model was 99.2%. The authors in [20] proposed a model based on a CNN under
the name “You only look once” to detect cancerous nodes in the lung. They also improved
the weights of the CNN through biogeography-based optimization with extinction and
evolution, and they also pre-processed the data. Two data sets were used to evaluate the
model’s performance, namely LIDC-IDRI and LUNA 16. The accuracy results were 90.01%
and 92%. The authors in [21], used medical CT images to detect cancerous nodes in the
lung by proposing a methodology based on deep learning, and the model was a hybrid
between RU-Net and R2U-Net, and LSTM networks with the use of the Visual Geometry
Group – 16)VGG16(architecture., and merged them together to obtain a final model for
identifying nodes. To evaluate the model’s performance, they used the LUNA16 data set,
and the model’s accuracy was 90%. The authors in [22], proposed an Adaptive Large
Kernel)ALK U-Net (model, based on several algorithms. In the beginning, they used the
ALK U-Net algorithm to extract features, and then they used spatial and channel attention,
and integrated them with the network to enhance the distribution of weights, after which
they divided the model. It is divided into two parts using the U-Net architecture algorithm
for encryption and decryption. To evaluate the model’s performance, they used LUNA-16
data set, and the similarity coefficient Dice Similarity Coefficient (DSC) was 91.57%.

3. Materials

The use of modern technologies of deep learning and machine learning in the medical
field puts researchers in front of great challenges, especially after began to rely on them in
diagnosing and identifying incurable diseases. It has become necessary for the diagnosis
to be with high accuracy since it concerns human life, and among its uses is the detection
of cancerous diseases in lung and node identification using medical CT images [23].

3.1. LUNA16 dataset

LUNA16 is a medical dataset containing CT images of the lung, including signs of
pulmonary nodules [24]. Taken from several patients, it is used for research and diagnosis
of cancerous lung diseases. It contains other information about the images, such as the
image ID, voxel size, and the number of slices in each image [25]. It contains patient data,
and also contains the node coordinates of the images (x, y, z) and their radius. This data
set consists of 1040 CT images [26], Fig. 1 and Fig. 2 shows samples of the dataset.

In Fig. 2, the number of samples in the dataset used is shown. The number of positive
samples is 818 and the number of negative samples is 222.

3.2. Image processing techniques

Image processing techniques play an essential role in working with images in deep and
machine learning models [27], as it is necessary to create filters for images, remove noise,
and identify patterns within images, in addition to the process of normalizing images to
be easy to work with within models [28].

3.2.1. Median filtering
It is one of the image processing techniques used to remove noise from images [29]. It

is considered effective in removing pulsed noise or salt and pepper noise without affecting
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Fig. 1. Samples in the LUNA 16 dataset and dropping nodes onto the images.

Fig. 2. Distribution of Samples in dataset LUNA 16.

the edges. It is widely used in medical images [30]. The way it works depends on choosing
a small window with specific dimensions to move it across each pixel. The values of the
pixels are then collected within the window surrounding the target pixel, after which the
median value is calculated, after which the window is moved and the steps are repeated
for each pixel in the image [31].

3.2.2. Resizing and normalization
Resizing is the process of adjusting the dimensions of images to fixed dimensions,

regardless of the size of the original images. This is done through two-dimensional or
three-dimensional interpolation algorithms, and the benefit of them is to facilitate their
processing by neural networks, which helps in accelerating training and ensuring that all
images are processed in the same way [32]. Normalization in which the pixel values of
images are changed to (0 and 1), each pixel value is divided into the maximum possible
value of the pixel, and this technique contributes to facilitating training by reducing the
discrepancy between the values, which leads to improving the work of the neural network



6 JOURNAL OF SOFT COMPUTING AND COMPUTER APPLICATIONS 2024;1:1011

and helps in better stability of the weights during the process, training and giving the best
results [33].

3.3. Feature extraction tools

It is an important part of the image processing process, as extracting features from
images plays a major role in enhancing other features, which contributes to improving the
performance of deep learning models and providing accurate and effective results [34, 35].

3.3.1. Local binary pattern
It is one of the methods used to extract relevant features from images, which is the most

common in analyzing patterns within images. It is characterized by simplicity and speed
of calculation. Its working method is based on comparing each pixel in the image with the
other pixels surrounding it, and a unique binary pattern is created and calculated, decimal
value and building a histogram [36].

3.3.2. Histogram of oriented gradients
It is the extraction of features from the edges of images, as it can recognize shapes and

objects and is based on analyzing the trends of gradients in the image, and contributes to
improving the performance of training deep learning models [37]. Its working principle
is based on calculating the image gradients, dividing the image into small cells, creating
a gradient histogram, normalizing the histograms and combining the histograms from all
the blocks to form the final HOG feature of the image [38].

3.4. Deep learning models

They are neural networks that are used to analyze images, identify patterns, and obtain
well-trained features that help in classifying cancerous nodes [39].

3.4.1. Convolutional neural network
It is considered one of the most commonly used tools for recognizing image patterns

and extracting relevant features [40]. It includes several convolutional and pooling layers,
where small filters are passed through the image and then weights are determined. Each
layer can contain many filters [41]. The method of determining features is done through
convolutional layers, activation layers, pooling layers, projection layers and dense layers.
Through this structure, the neural network can determine the features of the trained images
[42, 43].

3.4.2. Long-short-term memory
It is a type of recurrent neural network, designed to process sequences of information

with high efficiency, and is used in image analysis and feature extraction by learning from
context-dependent temporal patterns [44]. It includes input gate, forget gate, and output
gate. The output from LSTM is passed to other layers to achieve the final task, such as
classification or prediction [45, 46].

3.5. eXtreme gradient boosting

eXtreme Gradient Boosting (XGBoost) is used to build boosted gradient models effec-
tively, and is distinguished by its ability to provide high-performance and speedy models.
The basis of its currency is based on boosted gradient and tree of models algorithms that
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combine many weak trees to form a strong model. The best parameters are determined
(learning rate, max depth, n estimators and subsample) to obtain an effective model
[47, 48].

3.6. Particle swarm optimization algorithm

It is a stochastic optimization technique whose work is inspired by the behavior of a
flock of birds. PSO is used to improve cost functions by updating the location and speed of
particles in multi-dimensional space [49]. It initializes a number of particles in random
space, and each particle represents a possible solution, and updates the positions and
velocities based on the best location by the particle itself, and then the objective function
is calculated. It can be used with models to find the best parameters and thus obtain the
best model performance [50].

4. Proposed methodology

In this section, a detailed presentation of the proposed hybrid methodology will be pre-
sented to detect cancerous nodes in the lung and as shown in Fig. 3. In the first stage, data
is loaded from a Comma-Separated Values)CSV(file that contains node coordinates and
patient information, as well as loading CT images, processing medical images, projecting
nodes coordinates onto the images, and performing a balancing act for samples that will
be used to ensure good training of the model, LBP and HOG features are then extracted
from the images for later use. In the second stage, a hybrid deep learning model is built,
which consists of CNN and LSTM, and trained on samples, to obtain trained features, so
that the trained features are combined with the LBP and HOG features extracted from the
images to form an integrated feature set, i.e., feature fusion. In the third stage, the XGBoost
classifier is built and the parameters are determined using the PSO algorithm, to obtain an
improved classifier. After dividing the data into training data and test data, the improved
classifier is trained to classify the nodes found in the CT images as positive or negative.
The model’s performance is then evaluated and metrics are calculated.

4.1. Data pre-processing

In data processing, the data containing the node coordinates and nominations data is
first read, and the relevant features are extracted, namely the coordinates, categories, and
string identifier, and the coordinates are converted into voxel coordinates using the origins
and spacing extracted from the metadata, and then the metadata is read for CT images, and
to improve the images, the median filter is used to remove noise from the images, and then
the images are resized to fixed dimensions (128 × 128 pixels), To facilitate processing in
the deep learning model. After that, the slices containing the cancerous nodes are extracted,
and the coordinates of the nodes are projected onto the images, as shown in the Fig. 4.
After that, a balance is made for the positive and negative samples to ensure good training,
and to ensure the stability of training in the model, Also normalize the images to values
(between 0 and 1) which also helps in back propagation in neural networks, At the end of
data processing, LBP and HOG features are extracted from the images to be used later in
training. This helps to enhance the trained features and obtain more information, which
will help increase the accuracy of classification.
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Fig. 3. Structure of the proposed methodology.

Fig. 4. Samples of projecting nodes onto images.

4.2. Building a hybrid deep learning model

The hybrid deep learning model includes the use of CNN layers and LSTM layers to
process medical images and extract the trained features to be used later. CNN layers include
3 Conv2D, 3 MaxPooling2D, 3 Dropout layers, 3 Batch Normalization layers, and 1 Flatten
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Fig. 5. Structure of the CNN algorithm used.

Fig. 6. Structure of the LSTM algorithm used.

layer, as shown in Fig. 5. Two layers for LSTM and one output layer (Dense Layer), as
shown in Fig. 6. In Conv2D layers, Filters are used (Kernel size, activation function: ReLU,
L2 regularization), including LSTM layer (units, return sequences, L2 regularization).

The two networks are combined to analyze the images. The CNN extracts spatial features
from each image using the time distributed layer, allowing each image to be analyzed inde-
pendently. The image features are then sent to the LSTM network to analyze temporal and
sequential patterns in the image data. Finally, the data is classified using the Dense layer
with Sigmoid activation function to produce a binary result (positive or negative). This
combination improves the accuracy of the model by leveraging the power of both networks.

After completing the construction of the hybrid model for deep learning, the model is
trained and early stopping and learning rate scheduler are used to ensure stability, improve
training, and prevent over fitting and get the features trained used and ready. To enhance
the model’s performance and improve its ability to classify images, the feature fusion stage
comes, which is to merge the features trained from the CNN and LSTM model with the
LBP and HOG features, and form a comprehensive set of features to be used as input to the
XGBoost classifier.

As for the hyper-parameters, only the following were used: learning rate = 0.0001, loss
function was the binary cross entropy, Adam optimizer, batch size= 64, epochs= 100 with
the use of early stopping, class weight to balance the effect of negative and positive samples
and learning rate scheduler was used to reduce the learning rate ensure that overfitting
does not occur during training

4.3. Construction of eXtreme gradient boosting classifier optimized by particle swarm
optimization

In this stage, the features that were combined in the previous stage, extracted by the CNN
and LSTM algorithms, and the LBP and HOG features will be used. All of these features are
used in one matrix as inputs to the XGBoost model.
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In the beginning, the data is divided into training data and test data in a ratio of 70:30,
and then comes the final stage of the hybrid model, and the XGBoost classifier is built and
the PSO algorithm is used to improve the model and determine the best set of parameters
for the model by initializing particles, updating particles, calculating objective function
and velocity update and learning rate from 0.001 to 0.1, max depth from 3 to 10 and
subsample from 0.5 to 1.0, and then the model is trained on the training data set.

4.4. Testing and evaluation of the hybrid model

The goal of this stage is to evaluate the performance of the model in detecting cancerous
nodules in the lung. At this stage, a previously invisible test set for the model will be used,
which will help understand the model’s work on new data, and the extent of its accuracy
and effectiveness on new data. The confusion matrix, accuracy, precision, recall, and AUC
curve will be computed and displayed.

5. Performance evaluation details

In this section, details of the performance evaluation of the proposed hybrid methodol-
ogy for detecting cancerous nodes in the lung will be presented. The LUNA16 dataset was
used, which contains medical CT images of the chest, and includes a set of positive and
negative samples for cancerous nodes in the lung. The proposed methodology was applied
to a workspace that has the following specifications: a 64 bit operating system, Intel Core
i5-12860G CPU @2.8 GHz, 16 GB RAM, running on Windows 11, Python 3.10.4, and
utilizing Jupyter Notebook.

In training and testing the proposed methodology for detecting cancerous nodes, the
LUNA 16 data set was used. The total number of samples was 1,040, the number of positive
samples was 818, and the number of negative samples was 222, as shown in Fig. 7. Then,
LBP and HOG features are extracted from the images to enhance the features of the deep
learning model. In training the deep learning model based on CNN and LSTM, all samples
were used to obtain trained features, and combined with features extracted by LBP and
HOG to form a final feature set used in the final classification model, as shown in Figure

Fig. 7. Number of samples in the data set for each stage.
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Fig. 8. Number of features.

7. In training the improved XGBoost model using PSO, the number of training data set is
728, and the test data is 31, as shown in Fig. 7, and In Fig. 8 the number of features for
each stage is shown Fig. 7.

6. Performance evaluation results

This section presents the results of the performance evaluation of the proposed hybrid
methodology for detecting cancerous nodes in the lung, and through the data set used for
training, performance evaluation metrics will be calculated for each stage of the work,
which are the confusion matrix, accuracy, recall and the AUC.

To evaluate the performance of the proposed hybrid methodology for detecting cancer-
ous nodes in the lung, the LUNA16 dataset was used. The data was read and the medical CT
images were processed, the samples used in the model were balanced, and features were
extracted from the images by using LBP and HOG. Then a deep learning model, i.e., CNN
and LSTM is trained to extract the trained features and combine them with the features
extracted from the images to form an integrated feature set.

Fig. 9. Shows the confusion matrix of the deep learning model, i.e., CNN and LSTM. It
shows the accuracy of the model in training and the decrease in cases of misdiagnosis. The
accuracy of the model was 97.02%.

In Fig. 10, the training accuracy of the deep learning model is shown after stopping
training in 52 epochs, where it continued to increase until it reached 97.02%, and it also
shows the validation accuracy with test data, which reached 96.90%. The two values
indicate that the model learns patterns effectively and also its ability to generalize well
to new data.

After obtaining the trained features from the deep learning model and combining them
with the features extracted by LBP and HOG, they are used as input to the XGBoost classifier
improved by the PSO algorithm. The final model is trained and its ability to classify nodes
found in medical CT images is tested.

Fig. 11. Shows the confusion matrix of the final hybrid model. The performance of the
model is effective and has the ability to identify nodes well, it can be observe only two
cases of false positive predictions and no false negative predictions. Fig. 12 shows how
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Fig. 9. Confusion matrix for deep learning model.

Fig. 10. The training and validation accuracy values for the deep learning model.

the images are displayed after predicting the nodes, where the node is highlighted in blue.
The accuracy of the final hybrid model is 99.3%, the precision is 99.1%, recall 1.0%, error
rate 0.064% and the cross-validation accuracy with test data was 99.1%. Fig. 12 shows the
node prediction results, engraving them in blue, and enlarging the location of the node so
that it is clear to see.

In order to ensure the efficiency of the proposed methodology, a comparison was made to
detect nodes using deep learning algorithms only with the proposed hybrid methodology.
Table 1 displays the accuracy results for the two stages of the proposed methodology. An

Table 1. Comparison between the results of the first and second stages.

Stage Model Accuracy Recall Precision AUC Error rate

Stage one CNN and LSTM 97.03% 98.77% 97.46% 99.4% 0.298%
Stage two XGBoost 99.3% 1.0% 99.1% 99.8% 0.064%
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Fig. 11. Confusion matrix for final model.

Fig. 12. A sample of prediction results zooming in on the node location.
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Fig. 13. Final results of the proposed model.

Table 2. Comparing the proposed hybrid methodology with related work.

Ref Techniques used Accuracy Recall Precision

[15] AlexNet model with the SGD algorithm 97.42% – –
[16] Deep Ensemble 2D CNN 95.6% 80.1% 93.7%
[17] DLCNN 92.8% 92.3% 91.8%
[18] CNN and SVM 97.6% 96.3% 99.1%
[19] 3D-VNet and 3D-ResNet 99.2% – –
[20] CNN and optimization with extinction and evolution 92% – 91.8%
[21] RNN, LSTM and VGG16 90% – –

Proposed hybrid methodology 99.3% 1.0% 99.1

increase in model accuracy appears after applying the second stage of the methodology.
In Fig. 13, the final results of the proposed model are shown, proving the superiority of
the proposed methodology in detecting cancerous nodules in the lung.

6.1. Comparison of the proposed hybrid methodology with related works

In order to evaluate the performance results of the proposed methodology, a compar-
ison between the proposed hybrid methodology and number of current studies to detect
cancerous nodes in the lung has been made, which use the same data set that was used in
the proposed hybrid methodology, which is LUNA16.

Table 2 shows the comparison of the proposed hybrid methodology for the LUNA16
dataset. The results presented show the superiority of the proposed hybrid methodology.
The accuracy reached 99.3%, and this reflects its effectiveness in detecting cancerous nodes
in the lung through medical CT images.

6.2. Discussion

After training and testing the proposed methodology on the LUNA16 data set, to detect
cancerous nodes in the lung using medical CT images, the effectiveness of the proposed
hybrid methodology was proven through the results obtained, where in the first stage,
which is a deep learning model, i.e., CNN and LSTM, it was accuracy of 97.03% was
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Fig. 14. Results of the proposed methodology by the datasets used.

obtained for the trained features. In the second stage, the trained features from the first
stage were used as input to the improved XGBoost classifier using the PSO algorithm,
which finds the best parameters. An accuracy of 99.3% was obtained for the final model.
The results of the confusion matrix were very good in identifying nodes. Fig. 14 shows the
results of the work stages.

In this study, many challenges were faced, including how to choose the appropriate data
set, process images, and how to correctly identify nodes in images. Image processing steps,
such as removing noise, filters, normalization, balancing, and extracting features from
images, were absolutely necessary to obtain good results, as the work required the utmost
precision to ensure the accuracy of the methodology. And also the method of integrating
deep learning models, i.e., CNN and LSTM and avoiding complexity and training and
obtaining trained features, where faced computational challenges, to avoid exposure to
excessive training and maintain high accuracy through fine-tuning of parameters and
applying techniques such as early stopping. Other challenges include choosing a suitable
classifier for the work and how to choose its parameters using the PSO algorithm. As for the
limitations of the proposed methodology, despite the good results obtained on the selected
data set, the process of generalizing it to images and other data sets requires more work
and research, as well as the process of testing the methodology clinically, and it is also
necessary for continuous updates to be done. The methodology is due to the development
taking place in the field of lung diseases. It is worth noting that this study is of great
importance in designing a model to detect cancerous nodules in the lung through medical
CT images, and also in assisting doctors in the diagnosis process.

The limitations facing the dataset used are the number of positive and negative samples,
which can be overcome by balancing the data. Another limitation is the noise and lack of
clarity present in some images, which results from the variety of devices in taking images,
and which is treated through image filtering and processing techniques. These limitations
lead to biases in training and generalization and also affect the results. Therefore, more
than one technique was used to ensure that these limitations are overcome and good
training is obtained for the proposed model.
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Many challenges were faced in this study, including concern about over-adaptation, so
several techniques were used, including early stopping, learning rate scheduling, which
helped to overcome over-adaptation. Another challenge is the possibility of interpreting
the results of the model to doctors, so the study of the model was facilitated and the
results were presented so that they were well understood. Regarding implementation in
the clinical environment, this will be part of future work to develop the proposed model.

7. Conclusion and future work

In the current study, a hybrid methodology between deep learning and machine learning
was proposed to detect cancerous nodes in the lung. Deep learning consists of CNN and
LSTM to extract the trained features and combine them with the features extracted from
the images by using LBP and HOG, so that the set of features have been complete and use
them. As input to the final classifier, the XGBoost classifier was used in machine learning,
improved by using the PSO algorithm to find the appropriate parameters, and trained using
the features that were previously combined. To evaluate the performance of the method,
the LUNA16 dataset was used for medical CT images. The highest accuracy obtained
was 99.3%, and the cross-validation accuracy was 99.1%. The proposed methodology
addressed the challenges and limitations encountered in current studies, including the
science of processing medical images, selecting appropriate data, and choosing hybrid
methodologies to improve disease diagnosis models. In the end, this methodology proved
to significantly improve the accuracy of the final model. Despite the challenges related to
model complexity and time consumption. As for future work, it is important to advise the
fellow researchers to use the proposed methodology with a new data set and conduct a
clinical trial to adopt the methodology to detect lung cancer nodules.
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